OBJECTIVE MEASUREMENT FOR SURGICAL SKILL EVALUATION
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Graphical abstract

Abstract

The purpose of this study was to identify measurable parameters that can be used to quantitatively assess psychomotor skills, specifically for surgical skills assessment. Sixteen participants were recruited from two groups: surgeon (N = 5) and non-surgeon (N = 11). Both groups underwent a psychomotor test using a custom developed ‘Green Target’ module which was designed using a virtual reality system. Six parameters were used to compare the psychomotor skills between the two groups. The results showed that surgeons outperformed the non-surgeons in five out of six parameters investigated and the difference was statistically significant. The average normalised comparison values for surgeons and non-surgeons for motion path accuracy, motion path precision, economy of movement, end-point accuracy and end-point precision were 0.13±0.12 and 0.17±0.12, 0.08±0.11 and 0.10±0.10, 3.76±1.76 and 4.08±2.24, 0.12±0.10 and 0.17±0.11, 0.04±0.10 and 0.07±0.10 respectively, p < 0.05). These parameters can potentially be used to objectively assess the performance of surgical skill.
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Abstrak

Tujuan kajian ini adalah untuk mengenal pasti parameter yang boleh diukur dan boleh digunakan untuk menilai kemahiran psikomotor secara kuantitatif, khusus untuk penilaian kemahiran pembedahan. Enam belas peserta telah direkrut dari dua kumpulan: pakar bedah (N = 5) dan bukan pakar bedah (N = 11). Kedua-dua kumpulan telah menjalani ujian psikomotor menggunakan modul ‘Sasaran Hijau’ yang direka menggunakan sistem realiti maya. Enam parameter telah digunakan untuk membandingkan kemahiran psikomotor antara kedua-dua kumpulan. Hasil kajian menunjukkan bahawa pakar bedah mengatasi bukan pakar bedah dalam lima daripada enam parameter yang disiasat dan perbezaan secara statistik adalah ketara. Purata nilai perbandingan normal untuk pakar bedah dan bukan pakar bedah bagi akurasi pergerakan jalan, presisi pergerakan jalan, ekonomi pergerakan, akurasi titik akhir dan presisi titik akhir adalah 0.13±0.12 dan 0.17±0.12, 0.08±0.11 dan 0.10±0.10, 3.76±1.76 dan 4.08±2.24, 0.12±0.10 dan 0.17±0.11, 0.04±0.10 dan 0.07±0.10 masing-masing, p < 0.05). Parameter ini boleh berpotensi digunakan untuk menilai secara objektif prestasi kemahiran pembedahan.

Kata kunci: Kemahiran psikomotor, parameter penilaian, ukuran berasaskan komputer
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1.0 INTRODUCTION

The main goal of surgical skills assessment is to identify surgeons who can operate safely and skillfully. In addition to sufficient medical knowledge, technical skills and dexterity play important roles in determining the outcome of surgery. Conventionally, learning of surgical skills relies heavily on apprentice-style training ‘See one, do one, teach one’ [1] and normally uses live patients. However, this method has drawbacks due to concerns regarding patient safety, time constraint [2] and financial pressure on hospitals due to the increasing insurance cost of malpractice, surgical equipment and cost of training residents [3-4]. In the process of acquiring new skills in the operating room (OR), trainees may expose patients to harm because of their lack of experience and technical skills. Besides that, due to time constraints, trainees may have less opportunity to learn and practice under supervision. Therefore, training of surgical skills should ideally be done outside of the operating theatre in an unhurried and non-threatening environment, until a baseline surgical skills have been achieved before they perform an actual procedure [5].

Various assessment methods have been developed and validated to assess surgical skills. However, most of the assessments lack objective and quantitative method. Assessment using operative log book is very commonly used in United Kingdom. Generally, the operative log book records the experiences that trainee has gained through the training, and will be submitted during annual assessment or at the time of examination [6]. Even though it records the experience when performing of the surgical procedure, it does not reflect the technical skill. The lack of information about skill proficiency indicates that this method is subjective and has poor validity. Assessments based on clinical outcomes, and mortality and morbidity data are usually used to indicate the proficiency of surgical skills [7-8]. However, mortality and morbidity data are strongly influenced by many additional factors such as patient characteristic and the complication of a case [9]. Thus, it is not accurate to identify the surgeon’s performance level based on mortality and morbidity. Besides, it takes a very long period and involves a massive number of patients for the data to produce significant results.

The expert surgeon typically observes the trainee performance in the operating room and provides verbal feedback. The performance measure may be greatly influenced by the observer’s personal judgment. In the process of evaluation, the expert rates the trainee’s performance by using specific assessment criteria such as checklist and global rating scale [10-11]. A checklist provides a list of steps to complete the specific task that the trainee should perform. When comparing the performance between surgeons and novices using the checklist alone, the examiners usually are unable to identify whether candidates have used appropriate steps or not, even though they finished the task well [12]. Many published works have reported that the checklist and GRS show good reliability and validity [13-5]. However, these type of assessment are still potentially affected by inter and intra-rater variability and lead to recall bias. Furthermore, specific skills such as psychomotor skill cannot be quantified using observation.

With emerging new technology, computational based systems using motion analysis and virtual reality system have been proposed for surgical assessment [16-18]. These methods are more objective and provide quantitative measurements compared to structured human grading. By using simulation on computer based systems, training and assessment can happen together, where collected data from training can be used and analysed to provide quantitative assessment [19-20]. Most of quantitative assessment methods for surgical skill require a set of measurement parameters. There are several performance parameters that have been studied previously such as time to complete the task, economy of movement, accuracy, motion smoothness and force variability [21-23]. Measurement parameters which are able to differentiate between expert and non-expert significantly help the construction and validation of an assessment tool. More importantly, with the help of computerized-based assessment parameters, trainees obtain immediate feedbacks to improve their performance.

The goal of this study is to investigate a set of assessment parameters to assess psychomotor skill using a custom developed module based on reaching and pointing tasks. The assessment parameters were analysed from the extraction of motion data during experimental task. Then, the parameters were used to differentiate the performance between surgeon and non-surgeon groups.

2.0 EXPERIMENTAL

2.1 Subject

Sixteen subjects without known hand pathology participated in this study and they were divided into two groups: surgeon and non-surgeon. Surgeon’s group comprised five surgeons (female=1, male=4) with at least 3 years’ experience in surgery and aged between 33 and 42 years’ old. Non-surgeon’s group comprised eleven healthy adults (female=5, male=6) aged between 22 and 26 years’ old. All subjects were right-hand dominant. The details of the nature and purpose of the research were explained to them before informed consent was obtained from the participants.
2.2 Experimental Set-up

The PHANTOM Omni haptic device from Sensable Technologies was used in this study for position measurement during movement. The haptic feedback loop ran at 1000 Hz. This haptic device provided 6 degree of freedom (DOF) positional and orientation sensing using digital encoders with nominal accuracy of 0.055 mm. Besides that, 3-DOF force feedback can be provided with continuous force of 0.88 N and maximum force of 3.3 N within 160x120x70mm³.

The basic framework of user interface for the task module was developed using Microsoft Visual Studio C++ while the graphics of virtual environment and objects was developed using OpenGL library. The user interface was able to display the motion of the haptic stylus. For this study, visual display was provided through a 3D monitor Acer HS244HQ with a pair of active 3D shutter glasses (built-in IR emitter). The 3D monitor also has 23.6 inch display with 1920x1080 pixel full HD resolution at 120Hz refresh rate. The graphics card used together with this study is the nVidia GeForce 54m series.

An experimental software module was developed to investigate subjects' movement. During the experiment, subjects were able to perceive their movements in 3-dimension, and could visually estimate the depth of their movements using a pair of shutter glasses and the 3D feature of the monitor screen. The origin of the OpenGL co-ordinate {x,y,z} was located at the centre of the computer screen. The positive of the x-axis pointed to the right, the y-axis pointed upwards while the z-axis pointed towards the viewer.

In this study, each subject performed sets of experiment using their right hand. Visual display contained a static purple sphere inside a yellow box, located at the right side of the screen. This acted as a starting point and a pink sphere, which can move freely corresponding to the movement of the phantom’s stylus tip position, acted as the cursor. In the middle region, there were 7 green spheres, which represented the targets for the subject to aim at. They were located at different horizontal, vertical and depth planes. The 7 green targets were presented one at a time (Figure 1). Subjects needed to grip the stylus of the PHANTOM with their hands between fingers and thumb as if they were holding a pen. When the subject was ready to start the experiment, a keyboard press set the pink sphere to overlap the starting point. Simultaneously, the green target appeared and data collection began. The pink sphere was held at the starting point with haptic force for 1s until an indicator “Go” appeared on screen. Then, the convergent force at starting point was switched off and subjects were free to start their trajectory towards the target. No time limit was imposed on the subject. After reaching the target point, they needed to align and hold the cursor at the target as accurately as possible for 3 s. All subjects were asked to complete two sessions of the experiment. For each session, each subject repeated the movement three times for every target. Hence, the total trials for each subject to complete the experiment were 42 trials (7 targets x 3 repetitions x 2 sessions).

Figure 1 Experimental setup (left) and 2D screenshot of visual feedback during the experiment (right). Subjects were required to move the cursor (pink ball) from start point (yellow box) to green targets (green balls)

2.3 Experimental Data Analysis

Based on collected data, several useful parameters were extracted and processed in Matlab software (The Mathworks, USA). The captured data were separated into two sets: reaching data when subjects were moving towards the target and pointing data when subjects reached their target. The reaching data was used to analyse dynamic movements while the pointing data was used to analysis static accuracy of subjects. For reaching analysis, extraction of data started from the moment subjects moved their cursor until they reached the target point. For pointing analysis, data was extracted within three-second time frame when subjects reached the target and kept the cursor on the target for 3s. The parameters analysed in reaching analysis were motion path accuracy and precision, economy movement and motion smoothness. For pointing analysis, two parameters were analysed: end-point accuracy and end-point precision.

Motion path accuracy was identified by calculating the average of all the deviation errors throughout their trajectories. Deviation error, \( d \) represented the error made by the subjects compared to the ideal trajectory (Figure 2). The magnitude of the deviation error, \( d \) was computed by calculating the shortest distance between the ideal trajectory with the cursor point. Smaller values of mean deviation error indicated higher accuracy because subjects were able to make a trajectory close to ideal.

Motion path precision was identified by calculating the standard deviation of all the deviation errors, \( \sigma \) throughout the trial. A smaller value of standard deviation indicated higher precision because
subjects were able to maintain their movements with consistent deviation from the ideal trajectory.

Economy of movement was computed by dividing the actual path length with the ideal path length. Actual path length was the summation of the length of straight line joining the points along the subject’s trajectories. The ideal path length was measured by calculating the Euclidean distance from the starting point to the target point. The result was represented as ratio and indicated their path length’s efficiency. Lower ratio values indicated the most economic path. In other words, shorter path length from initial point to a target point showed that the subjects were able to minimize their movement.

Motion smoothness was measured based on the number of zero crossings in acceleration profile. The change of velocity over time can detect the unsmooth motion. Before the velocity and acceleration profile was calculated, the displacement data was filtered by using Butterworth low pass filter at 25 Hz. This was to ensure that the high frequency noise was removed, which can produce many extra oscillations in velocity and acceleration profile. Higher number of zero crossing in acceleration profile indicates unsmooth trajectories because change in acceleration meant sudden unpredictable jerk was detected.

End-point accuracy was measured by averaging the Euclidean distance between the cursor point from the target point on the trial. The errors from x, y, z components were combined to get the resultant errors which represented end-point accuracy error. Lower error values represented higher accuracy.

End-point precision was measured using the standard deviation of the Euclidean distance between the cursor movements and the target point on the trial. It measured how well the subjects consistently maintained their hand positions at the same place. Lower values represented higher precision.

The results for all parameters from subjects were gathered, normalised and separated into two groups, the surgeon group and the non-surgeon group. The average values for each parameter were calculated to give the overall performance of the two groups for comparison. Next, for each parameter and each group, data was further divided into three categories based on different target locations, which varied at different horizontal, vertical and depth location, to analyse how each of the target location influenced the subject’s movement. Statistical analysis was performed using SPSS software. On initial analysis, all data were not normally distributed. Hence a non-parametric test was used to identify the significant difference in performance parameters between two groups. The non-parametric test chosen for this analysis was the Mann-Whitney U test.

3.0 Results

Accuracy of surgeon’s movement was higher and surgeons performed better with less deviation error compared to non-surgeon group. The average normalised deviation error for the surgeons was 0.13±0.12 and non-surgeon, 0.17±0.12 (p < 0.05). Figure 3 shows the results for motion path accuracy when analysed based on separate target locations. The result shows that the normalised errors for surgeons and non–surgeons were 0.152±0.131 and 0.179±0.119 (for horizontal targets), 0.158±0.162 and 0.200±0.120 (for vertical targets) and 0.223±0.160 and 0.359±0.245 (for depth targets) respectively. The difference between surgeons and non-surgeons was statistically significant (p < 0.05) for the horizontal, vertical and depth targets.

For motion path precision, surgeons made more precise movements as compared to non-surgeons. The standard deviation of deviation error was smaller in the surgeon group compared to non-surgeon group with the average value of 0.08±0.11 and 0.10±0.10 respectively (p < 0.05). When analysed based on different target locations (Figure 4), the normalised errors for surgeons and non–surgeons were 0.093±0.130 and 0.093±0.094 (for horizontal targets), 0.107±0.165 and 0.128±0.103 (for vertical targets) and 0.137±0.141 and 0.282±0.257 (for depth targets) respectively. The difference between surgeons and non-surgeons was statistically
significant \((p < 0.05)\) for the vertical and depth targets, but it did not reach statistical significance for the horizontal target.

Figure 4 Motion path precision showing the normalised error for surgeons (blue) and non-surgeons (red) when the targets are varied at different horizontal, vertical, and depth location.

The surgeon group showed a lower ratio of actual path length over ideal path length, which indicated more economical movements when compared to non-surgeon’s group with the average value of 3.76±1.76 and 4.08±2.24 respectively \((p < 0.05)\). When comparing based on different target locations (Figure 5), the ratio value for surgeons and non-surgeon were 3.94±2.15 and 4.23±2.14 \((p < 0.05)\). The difference was statistically significant at horizontal and vertical test \((p < 0.05)\). However, no significant difference was detected when the position targets were varied based on depth location \((p > 0.05)\).

Figure 5 Economy movement showing the ratio of actual path over ideal path for surgeons (blue) and non-surgeons (red) when the targets are varied at different horizontal, vertical, and depth location.

When comparing the number of zero crossings across the two groups, the average values for surgeon and non-surgeon groups were 0.29±0.14 and 0.28±0.15 respectively. However, this difference was not statistically significant indicating that surgeons and non-surgeons had similar smoothness in their trajectories when performing the reaching task using their dominant hand. Normalised value for surgeons and non-surgeons were 0.29±0.12 and 0.28±0.14 \((p < 0.05)\), 0.21±0.09 and 0.24±0.16 \((p < 0.05)\), and 0.35±0.18 and 0.33±0.13 \((p < 0.05)\) respectively and the difference was insignificant for all target locations (Figure 6).

Figure 6 Motion smoothness showing the normalised number of zero crossing for surgeons (blue) and non-surgeons (red) when the targets are varied at different horizontal, vertical, and depth location.

The surgeon group was able to move their hands more accurately to their target positions compared to the other group. End-point accuracy results show that the surgeon group had lower mean deviation error compared to the non-surgeon group with the average value of 0.12±0.10 \((p < 0.05)\) and 0.17±0.11 \((p < 0.05)\) respectively. Based on Figure 7, normalised errors for surgeons and non-surgeons were 0.129±0.135 and 0.193±0.128 \((p < 0.05)\), 0.1302±0.073 and 0.184±0.113 \((p < 0.05)\), and 0.204±0.117 and 0.253±0.134 \((p < 0.05)\) respectively. The Mann-Whitney result also revealed that the difference was statistically significant for all target locations.

Figure 7 End-point accuracy showing the normalised error for surgeons (blue) and non-surgeons (red) when the targets are varied at different horizontal, vertical, and depth location.
A similar trend was found in end-point precision where the normalised standard deviation error was smaller for surgeon group compared to non-surgeon group. The average values were 0.04±0.10 and 0.07±0.10 for surgeons and non-surgeons respectively (p < 0.05). Surgeons were able to maintain their hand positions more steadily and precisely compared to non-surgeons. When comparing based on different target locations, the average values for surgeons and non-surgeons were 0.036±0.148 and 0.088±0.135 (for horizontal targets), 0.035±0.035 and 0.058±0.091 (for vertical targets) and 0.124±0.105 and 0.156±0.123 (for depth targets) respectively (Figure 8). The difference was statistically significant for all target positions at varying horizontal, vertical, and depth location with p < 0.05.

![Figure 8 End-point precision showing the normalised error for surgeons (blue) and non-surgeons (red) when the targets are varied at different horizontal, vertical, and depth location](image)

### 4.0 DISCUSSION

Six parameters were identified and used to compare the performance between surgeon and non-surgeon groups. An interesting observation from this experiment is that subject’s performance was clearly affected by target locations. Experimental results from motion path accuracy and precision showed that mean difference in errors between the two groups were larger for targets located at different depth plane from the starting point, as compared to targets at different horizontal or vertical locations. The non-surgeon group recorded more errors when targets varied in depth and vertical positions compared to the targets that varied in horizontal position. For the surgeon group, the errors found at varying depth and horizontal positions were almost similar. At the horizontal and vertical plane, subjects could easily use their visual information to correct the errors. However, when target position varied in depth, the correct execution becomes difficult due to depth perception. In previous study, Su et al. conducted an experiment to investigate micromanipulation learning by using divergent force and found that the errors in z-direction (depth) for both control and test groups were higher compared to y-direction error, indicating that the amount of error produced is affected by depth perception [24].

With more experience in real life surgical procedures, surgeons have better control in their eye-hand coordination with limited depth perception. This is probably because surgeons are more adapted to depth perception due to their exposure with microscope usage [25-26]. In addition, surgeons automate for most psychomotor skill and visual spatial perception, which has been considered as essential surgical skill [27]. Our results are also consistent with the findings of previous study [11], where Chan et al. showed that expert received higher mean rating score with the range of mean score from 4 to 4.5 compared to trainees who received the mean score range about 2 to 3.5 on visual spatial performance when measured using structured human grading.

One factor that affects hand dexterity is tremor. A very common tremor in normal human is physiologic tremor [28]. It is an uncontrolled movement that is inherent in all human motions [29] and age is expected to cause greater tremors in human hand [30]. Deviation errors caused by tremor would have large implications, especially in microsurgery procedures. Our study showed that the older surgeons were good in controlling their hand steadiness with lower errors in end-point accuracy and precision compared to the younger non-surgeon subjects. This is likely because surgeons reduce their tremor through slow breathing and muscle control.

Even though it is expected that the surgeons have smoother motion and would produce lower number of zero crossing compared to non-surgeon group, the results of this study showed no statistically significant difference between the two groups. The result is consistent with studies when performing laparoscopy, where the motion smoothness parameter did not prove to be significantly different between the groups [31-33]. This could be related to the experimental design, where the task might be very easy for both groups compared to real surgical procedures, hence, difference in motion smoothness was hard to capture. In addition, the setup for this task used only one hand, thus producing lower proprioceptive information which may affect the motion smoothness.

### 5.0 CONCLUSION

Development of assessment tools using computer based measurements can provide quantitative, measurable assessment indicators to assess psychomotor skills. These objective measurements can complement the current rating-based assessment method during the course of the training. Trainee can identify their mistakes immediately and correct their performances, without depending only on the availability of expert observations. In this study, the Green Target module was developed...
using virtual reality system to compare the performances between surgeon and non-surgeon group based on a simple reaching and pointing task. The experiment showed that surgeon performed better than the non-surgeon group, with statistically significant differences for almost all parameters investigated. The parameters were motion path accuracy, motion path precision, economy of movement, end-point accuracy and end-point precision. These findings provide useful information in assessing the performance of basic surgical skill using more objective measurements. In future, more experiments can be conducted with bigger subject population and using different types of experimental design, such as using bimanual settings, where both hands can be involved during a task.
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