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Abstract

Accurate load forecasting is an important element for proper planning and management of electricity production. Although load forecasting has been an important area of research, methods for accurate load forecasting is still scarce in the literature. This paper presents a study on a hybrid load forecasting method that combines the Least Square Support Vector Machine (LSSVM) and Artificial Bee Colony (ABC) methods for building load forecasting. The performance of the LSSVM-ABC hybrid method was compared to the LSSVM method in building load forecasting problems and the results has shown that the hybrid method is able to substantially improve the load forecasting ability of the LSSVM method.
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1.0 INTRODUCTION

The increase in production cost in the power generating industry requires a consideration of more economical and reliable operation including the accuracy of load forecasting. Accurate load forecasting is essential to avoid a mismatch in load from happening.

Many research studies have been published in the literature on load forecasting using conventional methods such as stochastic time series \([1]\) and multiple regression \([2]\). Currently, the most widely used involves the use of Artificial Intelligence (AI) methods. Some examples include Artificial Neural Network (ANN) and Support Vector Machine (SVM) \([3, 4]\) methods. These AI methods are able to capture non-linear relationships but they face over-fitting issues as discussed in various research studies \([5, 6]\). To this end, the hybrid methods are necessary in order to improve the performance of load forecasting.

The Least Square Support Vector Machine (LSSVM) \([7]\) has proven to be a useful method for hybrid purposes. LSSVM has the benefits of Structural Risk Minimization (SRM) from its unique structure, namely the Support Vector Machine (SVM) \([8]\). The LSSVM is intended to minimize the upper bound generalization error as opposed to the training error as applied in the Empirical Risk Minimization (ERM). Thus, LSSVM is less uncovering with the over-fitting issue when compared...
with other ANN methods [9]. LSSVM is also suitable for problems with restricted information [10].

Current studies in the hybridization of LSSVM with optimization algorithm, especially with Evolutionary Computation (EC) algorithm showed some potential in improving the performance of load forecasting. Among the EC calculations, Particle Swarm Optimization (PSO) [11] and Ant Colony Optimization (ACO) [12] are considered as having the most potential because of its application in the field of load forecasting. The PSO also has been used in some recent work [13].

In recent years, the utilization of honey bees based algorithm, in particular Artificial Bee Colony (ABC) [14] can be seen as having significant potential when compared to current optimization algorithms. When compared with the PSO and ACO, the ABC involves less control parameters and basic mathematical calculations. These features have resulted in its application in more extensive optimization problems.

The combination of LSSVM and ABC methods has been proposed in this study to improve the performance of load forecasting. In this study, the role of LSSVM is to train the actual load data which will be then be used for forecasting. The difference between the actual and the forecasted load data will be used to evaluate the performance accuracy. The result from the LSSVM will then be incorporated with the ABC algorithm. The role of the ABC algorithm is to find the local minimum for the results.

The remaining section of this paper is organized as follows: a brief description of the experimental methods presented in section 2, the experiment and discussion is described in section 3 and the conclusion will be given in section 4.

2.0 EXPERIMENTAL

This section introduces the fundamental of Least Square Support Vector Machine and Artificial Bee Colony in terms of their theories and concepts.

2.1 Least Square Support Vector Machine

For nonlinear regression, given a training set of N points \( \{x_i, y_i\} \) with the input values, \( x_i \) and the output values, \( y_i \), the aim is to obtain a model of the structure using equation 1 below [15]:

\[
y(x) = w^T \varphi(x') + b + e_i
\]

where \( w \) is the weight vector, \( b \) is the bias and \( e_i \) is the blunder between the genuine and anticipated yield at the \( i_{th} \) test point. The data, \( x_i \) and yield, \( y_i \) are explained in Section 5. The coefficient vector \( w \) and \( b \) can be obtained using the equations given below [15]:

\[
\min_{w, b, e} J(w, e) = \frac{1}{2} w^T w + \gamma \sum_{i=1}^{N} e_i^2
\]

Subject to the equality constraints

\[
y_i = w^T \varphi(x_i) + b + e_i, i = 1, 2, ..., N
\]

Applying the Lagrange multiplier to (2) yields:

\[
L(w, b, e; \alpha) = J(w, e) - \sum_{i=1}^{N} \alpha_i \left[ w^T \varphi(x_i) + b + e_i - y_i \right]
\]

where \( \alpha_i \) are Lagrange multipliers, \( \gamma \) is the regularization parameter which adjusts the unpredictability of the LSSVM model, i.e. \( y(x) \), and the training error. Separating (3) with \( w, b, e, \) and \( \alpha_i \), the Karush-Kuhn-Tucker (KKT) conditions for optimality of this issue can be obtained by setting all subordinates equivalent to zero, as expressed in the followings:

\[
\frac{\partial L}{\partial w} = 0 \rightarrow w = \sum_{i=1}^{N} \alpha_i \varphi(x_i)
\]

\[
\frac{\partial L}{\partial b} = 0 \rightarrow \sum_{i=1}^{N} \alpha_i = 0
\]

\[
\frac{\partial L}{\partial e_i} = 0 \rightarrow \alpha_i = \lambda e_i
\]

\[
\frac{\partial L}{\partial \alpha_i} = 0 \rightarrow w^T \varphi(x_i) + b + e_i - y_{i=0}
\]

\( i = 1, 2, ..., N \)

By eliminating \( w \) and \( e_i \), the optimization problem can be transformed into the following linear equation:

\[
\begin{bmatrix}
\alpha \\
\beta \\
\end{bmatrix} = \begin{bmatrix} 0 & 1^T \\
1 & \Omega + \frac{1}{\gamma} \\
\end{bmatrix}^{-1} \begin{bmatrix} 0 \\
y \\
\end{bmatrix}
\]

The LSSVM model for regression in [1] becomes:

\[
y(x) = \sum_{i=1}^{N} \alpha_i K(x_i, x) + b
\]
where $\alpha$ and $b$ are from equation (5). In (6), there are a few available kernel functions $K(x, x_i)$, to be specific Radial Basis Function (RBF) kernel, Multilayer Perceptron (MLP) kernel or quadratic kernel. In this study, the RBF portion is utilized. It is expressed as:

$$K(x, x_i) = e^{-\frac{\|x-x_i\|^2}{2\sigma^2}} \tag{7}$$

where $\sigma^2$ is a tuning parameter which is connected with RBF part. Another tuning parameter, which is regularization parameter, $\gamma$ can be seen in (2).

### 2.2 Artificial Bee Colony

Artificial Bee Colony (ABC) is one of the methods in the Swarm Intelligence family. The ABC concept was introduced by Karaboga and Basturk [16], inspired from the behaviour of honey bee searching for food. The ABC has been compared with other algorithms for unconstrained and constrained problems [16]. The ABC algorithm has also been used in machine learning by training the neural network on classification [17] and clustering techniques [18]. The basic steps in the ABC algorithm is given in Fig. 1 [16].

![Figure 1 Basic Step of ABC](image)

In the ABC algorithm, two important elements are the food source and the amount of nectar. This food source represents the possible solution for the optimization problem while the amount of nectar is for the fitness value of the associated solution. The group bees in this algorithm can be categorized into three: employed, onlooker and scout bees. The function of the employed bee is to determine the food source from the neighbourhood and share their food with the onlooker bees. Then, the onlooker bees will select the food source. Increased in the number of nectar will increase the probability of selection [14]. The source will then be abandoned and the employed bee will become a scout and starts to search for a new food source randomly.

In the initialization stage, the population of food source will be generated randomly with a range of variable boundaries by using Eq. 8.

$$x_{ij} = x_j^{\min} + \text{rand}(0,1)(x_j^{\max} - x_j^{\min}) \tag{8}$$

where $i$ represent the $i_{th}$ food source number and $j$ is the optimization variable associated with the $i_{th}$ food source. For the quality of the solution (fitness), the nectar amount will be evaluated according to Eq. 9.

$$\text{fitness}_i = \left\{ \begin{array}{ll}
1 & \text{if } f_i \geq 0 \\
1 + \text{abs}(f_i) & \text{if } f_i < 0
\end{array} \right. \tag{9}$$

where $f_i$ is the cost associated with solution $x_i$. Then, each employed bee will search for the new food source within the neighborhood which is already in the memory. The new food source will evaluated according to Eq. 10.

$$v_{ij} = x_{ij} + \varphi_{ij}(x_{ij} - x_{ij}) \tag{10}$$

where $j$ is a random optimization variable in the range of $[1, D]$. $K$ is the randomly selected food source which is different from $i$, a uniformly distributed real number in the range $[1, I]$ and $D$ is a non-negative number. The next step will involve the solution weighting. In the solution weighting, each onlooker will select the higher probability by using Eq. 11.

$$p_i = \frac{\text{fit}_i}{\sum_{i=1}^{SN} \text{fit}_i} \tag{11}$$

where $\text{fit}_i$ is the fitness of the solution, $SN$ is the number of food source position. After all employed bees exploit a new solution and the onlooker bees are allocated the food source, if the food number is not being improved, it is abandoned and the employed bees with associated with which becomes a scout and make a random search according to Eq. 12.

$$x_{id} = x_{dy}^{\min} + r(x_{dy}^{\max} - x_{dy}^{\min}) \tag{12}$$

where $r$ is a random real number within a range of $[0,1]$. $x_d^{\min}$ and $x_d^{\max}$ is the boundaries in the $d_{th}$ dimension of the problem space.

### 3.0 RESULTS AND DISCUSSION

This section covers the data description and evaluation criteria for building load forecasting.
3.1 Data Description

The performance of the proposed method has been implemented and tested by using the dataset of input which include the weather, holidays, humidity, and actual hourly load. The output variable is the daily usage of the building consumer for two years ahead.

3.2 Evaluation Criteria

In this study, two evaluation criteria have been used as the measurement for forecasting performance which are the Means Absolute Percentage Error (MAPE) and the Means Absolute Error (MAE) [16]. Both parameters interpret the generalization capability of the model in making predictions. The definition is given in equations (13) and (14).

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{A_i - F_i}{A_i} \right) \times 100
\]  
(13)

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |F_i - A_i| 
\]  
(14)

Where \( t=1,2,\ldots,x \)

At = actual values

\( Ft = \) forecasted value

\( N = \) Number of test data

3.2 Empirical Result

For analysis purposes, the results of proposed LSSVM-ABC were compared to those of the standard LSSVM. The results in Table 1 shows that the value of \( \gamma \) and \( \sigma^2 \) produced by the LSSVM-ABC are 9.0579 and 9.1338 respectively. Using this hybrid method, the average of MAPE and MAE produced by the proposed method was 0.76 % and 81.43 kWh respectively, which has a lower value of MAPE compared to the LSSVM which resulted in the values of MAPE and MAE as 1.58% and 172.92 kWh respectively. The LSSVM with the small value of \( \sigma^2 \) has resulted in over-fitting issues which consequently affects its forecasting capability.

<table>
<thead>
<tr>
<th>Table 1 Building load forecasting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>( \gamma )</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
</tr>
<tr>
<td>MAE (kWh)</td>
</tr>
<tr>
<td>MAPE (%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2 Actual and forecasted Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>2008</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>2009</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
The forecasted results using these two models are shown in Table 2. The actual load values and percentage error for each model are also shown in the table. It can be seen from Table 2 and Table 3, that the accuracy of the ABC-LSSVM model is better than the LSSVM model. Figure 2 and Figure 3 show the percentage error for each month for both models. From Figure 2, it can be seen that the MAPE of the ABC-LSSVM model is better than the LSSVM model. Figure 3 shows a comparison of the MAE between the actual and forecasted data.

**4.0 CONCLUSION**

This paper presents a hybrid method for LSSVM, which was incorporated with the ABC algorithm. The introduction of the ABC algorithm in this study has improved the performance of load forecasting by the LSSVM method. The results presented in this study for a building case study show that the forecasted value using the proposed hybrid method is very close to the actual value. It can be concluded that the ABC algorithm has significantly improved the performance of the LSSVM method and has the potential to be used for accurate building load forecasting.
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