IMAGE RECONSTRUCTION ALGORITHMS FOR ULTRASONIC TOMOGRAPHY
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Abstract. This paper presented image reconstruction algorithms for use in ultrasonic tomography. There are three types of reconstruction algorithms namely Linear Back Projection, Hybrid Reconstruction and Hybrid Binary Reconstruction. The algorithms have been evaluated on ultrasonic tomography system based on several known phantoms and real objects. The performance of the algorithms have been analysed and discussed at the end of the paper.
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1.0 INTRODUCTION

Most of the work in process tomography has focused on the back projection technique. It is originally developed for the X-ray tomography and it also has the advantages of low computation cost [1]. The measurements obtained at each projected data are the attenuated sensor values due to object space in the image plane. These sensor values are then back projected by multiplying with the corresponding normalized sensitivity maps [2]. The back projected data values are
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smeared back across the unknown density function (image) and overlapped to each other to increase the projection data density. The process of back projection is shown in Figure 1 and Figure 2.

![Projection and Back Projection](image)

**Figure 1** The back-projection method

The density of each point in the reconstructed image is obtained by summing up the densities of all rays which pass through that point. This process may be described by Equation 1. Equation 1 is the back projection algorithm where the spoke pattern represents blurring of the object in space.

$$f_b(x, y) = \sum_{j=1}^{m} g_j (x \cos \theta_j + y \sin \theta_j) \Delta \theta$$  \hspace{1cm} (1)
where $f_b(\mathbf{x}, \mathbf{y})$ = the function of reconstructed image from back projection algorithm, $\gamma$ = the $j$th projection angle and $\Delta$ = the angular distance between projection and the summation extends over all the $m$ projection.

Ultrasonic flow imaging systems require quite different reconstruction algorithms because of the form in which the measured data is obtained. Essentially, it is due to a set of time delay measurements that gives the distance of object media interfaces from the receiving sensors [3]. Besides, the ultrasound propagation depends on the medium; which in this case focuses on liquid/gas medium. The uncertain liquid condition such as wavy may also lead to the uncertain sensor values and as well as the reconstructed images.

2.0 LINEAR BACK PROJECTION ALGORITHM

In Linear Back Projection (LBP) algorithm, the concentration profile is generated by combining the projection data from each sensor with its computed sensitivity maps [4]. The modelled sensitivity matrices are used to represent the image plane for each view. To reconstruct the image, each sensitivity matrix is multiplied by its corresponding sensor loss value; this is same as back projecting each sensor loss value to the image plane individually [2]. Then, the same elements in these matrices are summed to provide the back projected voltage distributions (concentration profile) and finally these voltage distributions will be represented by the colour level (coloured pixels). This process can be expressed mathematically as below [2]:

$$V_{LBP}(x, y) = \sum_{T_x=1}^{m} \sum_{R_x=1}^{n} S_{T_x, R_x} \times M_{T_x, R_x}(x, y) \quad (2)$$

where $V_{LBP}(x, y)$ = voltage distribution obtained using LBP algorithm in the concentration profile matrix and $S_{T_x, R_x}$ = sensor loss voltage for the corresponding transmission (Tx) and reception (Rx).

3.0 HYBRID RECONSTRUCTION ALGORITHM

The Hybrid Reconstruction (HR) algorithm is based on the previous development by Ibrahim [5]. This algorithm determines the condition of projection data and improves the reconstruction by marking the empty area during image reconstruction. As a result, the smearing effect caused by the back projection technique is reduced. The projection data obtained by Ibrahim [5] is based on the sensor value. Later, Chan [6] used a different approach where he used the signal
loss measurement instead of direct projection data in order to reconstruct the fan-shaped beam image through optical technique. He claimed that this method is easier to implement compared to the original method. The HR is obtained by multiplying the concentration profile obtained using the LBP with the HR masking matrix.

The HR masking matrix was obtained by filtering each of the concentration profile element. If the concentration profile element is larger or equal to $\frac{3}{4}$ of the maximum pixel value, then the masking matrix element for the corresponding concentration profile element is set to one otherwise it is set to zero. The mathematical model for HR is shown as below:

$$V_{HR}(x, y) = B_{HR}(x, y) \times V_{LBP}(x, y)$$  \hspace{1cm} (3)

in which:

$$B_{HR}(x, y) = \begin{cases} 0 & \text{if } V_{LBP}(x, y) < P_{th} \\ 1 & \text{if } V_{LBP}(x, y) \geq P_{th} \end{cases}$$  \hspace{1cm} (4)

where $B_{HR}(x, y) =$ HR masking matrix, $P_{th} =$ pixel threshold value ($\frac{3}{4}$ of the maximum value), $V_{LBP}(x, y) =$ reconstructed concentration profile using LBP and $V_{HR}(x, y) =$ improved concentration profile using HR.

4.0 HYBRID BINARY RECONSTRUCTION ALGORITHM

For comparison with the LBP and HR method, another image reconstruction technique has been employed namely the Hybrid Binary Reconstruction (HBR) algorithm. This algorithm has the advantage of improving the stability and repeatability of the reconstructed image. The HBR is obtained by multiplying each sensor value to its corresponding sensitivity map. If the sensor value is higher or equal to the threshold voltage, $(V_{th})$ then its projection path which is represented by the sensitivity map is set to a maximum pixel value (i.e. 511), otherwise it is set to a minimum pixel value (i.e. 0).

If the projection path consist of discontinuous component (gas), the transmitted ultrasound energy will be totally reflected and thus no ultrasound signal detected at the receiver. Therefore, a threshold voltage must be first selected. This threshold voltage is needed for the purpose of separating the object from the background, thus creating a binary picture from a picture data (tomogram). This procedure is only appropriate for two-phase flow imaging in cases where the phases are well separated such as liquid-gas flow [7].

Besides, the dynamic characteristic of liquid-gas flow is most probably uncertain and it is quite hard to predict the behaviour of such flow. For industrial
flow, the sudden changes in term of pressure lead to wavy flow. This may result
the sensor value to fluctuate randomly and causes to the unknown image
reconstructed as well as increases the measurement error. By thresholding the
sensor value, it limits the sensor value fluctuation and therefore minimizes the
measurement error. The mathematical model for HBR is shown as follows:

\[ V_{HBR}(x, y) = \sum_{m}^{n} \sum_{n}^{m} V_{T_x, R} \times \bar{M}_{T_x, R}(x, y) \]  \hspace{1cm} (5)

in which

\[ V_{HBR}(x, y) = 0 \quad \Rightarrow V_{T_x, R} < V_{Th} \]
\[ V_{HBR}(x, y) = 511 \quad \Rightarrow V_{T_x, R} \geq V_{Th} \]  \hspace{1cm} (6)

where \( V_{T_x, R} \) = the sensor value and \( V_{HBR}(x, y) \) = concentration profile obtained
using HBR.

The reconstruction method is represented in the flow chart in Figure 3.

Figure 3  The HBR flowchart
5.0 IMAGE RECONSTRUCTION ERROR MEASUREMENT

The quality of a tomographic flow imaging system can be judged by comparing the reconstructed image of a physical model with the actual cross-section [8]. The comparison is performed on the image reconstruction computer against a standard image (test model) which matches the cross-section of the physical model. The image plane representing the cross-section of the experimental column is divided into $M$ square image pixels. A $64 \times 64$ array pixels image has been chosen for displaying the reconstructed image. Thus, $M = 3320$ pixels where another 776 pixels lie outside the column boundary. Ideally, the reconstructed image should be identical to the standard image (the test model), but in practice differences arise. To quantify these differences, error information is obtained using the area error, $AE$, which is defined as below [9]:

\[
AE = \frac{\sum_{p=1}^{M} G_b(p) - \sum_{p=1}^{M} G_s(p)}{\sum_{p=1}^{M} G_s(p)} = \frac{N_R - N_S}{N_S} = \frac{N_R}{N_S} - 1
\]

where:

- $G_s(p)$ is the number of pixels occupied by the gas component for pixel $p$.
- $G_b(p)$ is the number of pixels occupied by the liquid component for pixel $p$.
- $N_R$ is the total number of gas pixels.
- $N_S$ is the total number of liquid pixels.

\[
G_s(p) = \begin{cases} 
0 & \text{for pixels occupied by gas component (c1)} \\
G_M & \text{for pixels occupied by liquid component (c2)}
\end{cases}
\]

\[
G_b(p) = \begin{cases} 
0 & G_R(p) = 0 \\
G_M & G_R(p) > 0
\end{cases} \quad (p = 1,2,\ldots,M)
\]

**Figure 4** Image reconstruction error measurement models

The standard image in Figure 4 is an array of $M$ pixels defining the standard (test) model by the colour level of each pixel:

- Gas (c1)
- Liquid (c2)

---

**Image reconstruction error measurement models**

- **Stratified Flow**
- **Annular Flow**
where $G_s(p) =$ the standard (test) model pixels, $G_m(p) =$ the colour level assigned to the liquid component, $G_n(p) =$ the binary reconstructed image pixels, $N_b =$ the number of pixels with non-zero colour levels in the reconstructed images and $N_s =$ the number of pixels with non-zero colour levels in the standard images.

However, $AE$ value is preferably presented in percentages by multiplying with 100%. The value of $AE$ that negative indicates that the reconstructed object is always smaller than the standard models whereas the positive value of $AE$ indicates the reconstructed object is always larger compared to the standard models.

6.0 RESULTS

In this section, results for the reconstruction algorithm simulations of several test profiles and the real-time reconstructed images for several experiments are presented and discussed. The experiments involve simulation from the forward models and real-time measurement on the test profiles for stratified and annular flows.

6.1 The Stratified Flows

Stratified flow regime is created by placing the experimental column horizontally such that the gas phase (air) flows in the upper section of the column and the liquid (water) in the lower section. A horizontal column with static liquid model was used to simulate the stratified flow.

The liquid component was determined from 10% flow to 100% flow with an increment of 5% for each measurement taken and it has been used as the standard model. The Area Error ($AE$) has been calculated for the real-time measurement made using LBP, HR and HBR in the stratified flows based on Equation 9 and it is shown in Figure 5. The tomogram images for three quarter flow of forward model and real-time measurement are shown in Figure 6.
In stratified flow, the reconstructed images by LBP produced a lot of smearing effects. Meanwhile, the Area Error (AE) was found highest during the half flow that is -62.8% and the lowest value during full liquid flow that is -0.7%. On the other hand, the reconstructed images by HR are more likely affected by these smearing effects. As shown in Figure 6, the smearing effects are mostly contributed
by high pixel values. Thus, the threshold in the HR seems unable to reduce this false image.

Compared to LBP and HR, the HBR had removed these false images completely. The image reconstructed by HBR mostly preserved their shapes and positions and therefore the stratified flow regime can be clearly identified. However, the HBR is not superior during low liquid flow especially at \( s = 0.1 \) which has Area Error of -48%. It is because during low liquid flow, most of the column section is occupied by the gas component which provide high acoustic impedance region. Thus, the number of measurement has been limited to low acoustic impedance in the liquid segment. The Area Error in HBR reconstruction however tends to improve as the liquid component fraction increases.

### 6.2 The Annular Flows

Annular flow regime is obtained when an empty circular tube (gas model) was inserted in the centre of the column and the gap between the tube and column was filled with liquid (water). Several test models with different diameters were used to simulate multi-diameter annular flow regime. The annular flow model diameter, \( A_d \) are 21.6 mm, 27.0 mm, 33.7 mm, 42.2 mm, 48.6 mm, 60.5 mm and 82.8 mm. Using the same approach, the Area Error for annular flow is calculated and shown in Figure 7. The tomogram images for annular flow of forward model and real-time measurement are shown in Figure 8.

![Figure 7](image.png)  
**Figure 7**  \( \Delta E \) for the annular flow
In annular flow, the reconstructed images by LBP and HR have not been much affected by the smearing effects of back projection technique. In this case, the reconstructed image clearly indicates the annular flow segment. In addition, the shape and position of annular flow which consist of liquid/gas component is more or less the same with the simulated flow regime. From Figure 7, it is found that the Area Error increases as the annular flow diameter increases. This is because the false image which filled the gas section contributes to the error statistics.

From the observations, it is found that the Area Error by HR and HBR techniques are almost constant. For HBR, it showed that the reconstructed images are always larger than the test model. This phenomena is because, HBR reconstruct image using the sensor value. Thus, the reconstructed image depends on the sensor’s resolution and also the number of measurements taken.

### 7.0 CONCLUSIONS

This paper presents three types of image reconstruction algorithm namely the Linear Back Projection (LBP), Hybrid Reconstruction (HR) and Hybrid Binary Reconstruction (HBR). Two types of flow regimes namely three quarter and annular flow had been tested using these algorithms. Measurements showed that, the image reconstructed by LBP results in blurring image which leads to high $AE$. 

![Figure 8](image-url) The tomograms for annular flow of forward model and real-time measurement
in every measurement taken. This blurring image is due to the nature of back projection technique. However, the blurring image is reduced by using HR algorithm but smearing effects of high pixel value is still obvious. Implementing the HBR algorithm had eliminated all the smearing effects and resulted in the lowest *Area Errors* in overall reconstructions. Thus, the HBR has become the most suitable reconstruction algorithm for liquid and gas flow compared to LBP and HR algorithms.
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