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1.0 INTRODUCTION

The dawn of the industrial revolution has affected both companies and countries to be transformative. At earlier stage, tremendous prosperity and profitability can be achieved with power. However, after World Wide II, the economy has been driven by manufacturing resulting in creation of high paid middle class job. More recently, the widespread growth of digital information, proliferation of bilateral and multilateral trade agreements, physical and financial infrastructure and significant change in geopolitical relations between East and West have contributed to the rapid globalization of manufacturing [1]. Earlier research [1–3] confirm that manufacturing has been playing an important role in rising living, creation of high-value job and the growth of economy to nation. Therefore, most of the countries have intensified their effort in building a leading manufacturing field.

As a result, the nature of competition between emerging nations, developed nations and between companies have changed. The rapid rise in productive knowledge or the know-how of manufacturing combined with rapidly developing new markets has intensified the competition for both the resources and capabilities necessary for success [1]. Moreover, the tight financial determines what happened, why it happened and how to eliminate it.
so it will not happen again. Root cause analysis (RCA) for quality-related problem is a key issue in quality and productivity improvement in manufacturing [4]. RCA is a process of analysis to define the problem, understand the causal mechanism underlying transition from desirable to undesirable condition, and to identify the root cause of problem in order to keep the problem from recurring [5]. Unfortunately, root cause analysis is a very challenging problem [4].

The advancement of information technology and sensor technology make RCA process even harder as most of the manufacturing companies, regardless of size, usually operate in data-rich environments [5-6]. It is because huge volume of high dimensional data in manufacturing databases make manual or statistical analysis of data impractical [6-7]. Consequently lead to a situation of “rich data but poor information”, also known as drowning in data yet starving for knowledge although we live in an information age [8]. As a result, there is a need to discover knowledge from data using more efficient way which is intelligent and automated data analysis methodologies.

The rest of the paper is organized as follows. In the next section, we discussed literature review of RCA using traditional method. Drawbacks of RCA using traditional methods were pinpointed and lead to RCA using knowledge discovery. Later in section 3, thorough literature review on data mining, ARM and WARM has been done. Experimental processes of this paper were being discussed in section 4. Experimental results were displayed in section 5 and lastly followed by conclusion in section 6.

2.0 ROOT CAUSE ANALYSIS USING TRADITIONAL METHOD

Various method have been implemented by organizations in performing RCA to achieve zero defect manufacturing. Based on extensive literature review, some existing RCA tools were identified and examined on their relation to the different behavior of RCA [5]. The existing RCA tools that have been studied are Cause-Effect Diagram, Kepner-Tregoe Process, Fault Tree Analysis, Current Reality Tree, 5-Whys, Apollo Root Cause Analysis, Interrelationship Diagram, CATWOE, Barrier Analysis, TRIZ, System Process Improvement Model, Causal Factor Analysis, Event-Causal Analysis, Bayesian Interference, Failure Mode and Effects Analysis, Change Analysis, Rapid Problem Resolution, Common Cause Analysis, Cause-Effect Matrix, Markov Models, Drill-Down Tree, Swim Lane, Value Stream Map, Process Map and statistical test.

According to the finding, although all the studied RCA tools are able to explore reasonably causes, identify special cause variation and address hard issues, however, they are still not capable in solving problem-structuring method [5]. Before offering a solution, it is believe that a RCA tools need to be able to assist in structuring the problem in order to further assist in understanding of the causation of problem. [5] stated that it is more important to have a comprehensive understanding of why the problems occur than just pinpointing a specific root cause.

Besides that, existing RCA tools are lack of system perspective [5]. Their failure in capturing non-linear causal mechanism restricts them in finding a single absolute cause and thus added to the myth of RCA [5]. Since the existing RCA tools incapable in observing non-linear relationship, hence, the interrelatedness among causal factor also cannot be considered [5]. In addition, existing RCA tools which only address hard issues and neglected soft issues reflect that existing RCA tools inadequate in capturing whole picture of a problem [5].

Statistical Process Control (SPC) [11-12] and Design of Experiments (DOE) [13] are very common statistical methods to detect and analyze variations in manufacturing process. Unfortunately, the extensive use of SPC and DOE do not ensure high yields at the end of the process. Although SPC and DOE are necessary for the control of inline parameter, however, they are insufficient for reducing defect as one can observe significant yield losses [4].

With the advancement of information technology and sensor technology, most of the manufacturing companies, regardless sizes, usually operate in data-rich environments [5-6]. These data are usually huge and high dimensional. Consequently, it is impractical to use traditional RCA tools as most of the traditional methods are theoretical tool that required man force to interpret the causes manually [8-9,14]. Furthermore, [15] illustrated traditional tool as technology which follow a classic technology s-curve as shown in Figure 1. Traditional analysis approaches are believed to produce diminishing returns (the tail of the technology s-curve) in respect to the growth in available data [15]. Therefore, the inability of these traditional methods to sufficiently reduce defects necessitates the search for more efficient methods.
2.1 Root Cause Analysis using Knowledge Discovery

Knowledge discovery (KD) refers to a nontrivial multi-step process to extract valid, novel, potentially useful and ultimately understandable pattern from data [10,16-17] where later the pattern can be identified in the form of useful or interesting knowledge [8]. KD often associated with databases where it first interact with databases, carries out a search of patterns or relationships and finally produces pieces of meaningful knowledge [8]. Figure 2 shows the process of knowledge discovery.

Figure 2 Process of knowledge discovery

2.1.1 Data

Data are defined as "facts and statistics collected together for reference or analysis" according to the New Oxford American Dictionary. More recently, data are used to refer to fact that are stored and shared electronically, in database or other computer applications [18]. In today's world, each piece of data is important especially in the field of manufacturing where data are treated as product. These data may be related to planning and control, design, performances, products, machine, maintenance, logistic, inventories, materials, assembly and might include the associations, trends, patterns and dependencies of the company, process and product and others [8,19].

Data are one of the important steps in KD. In a black box process, computation is data manipulation. In simpler way, the input data will be transforming into output data. In other word, low quality of data will affect the performance of DM and indirectly affect the KD. In addition, according to [20], the quality of decision can be affected by the quality of data. Hence, the quality of quality of data mining (DM) is highly dependant on the quality of training data [21-23]. The electronically processed data can be perfect which mean that they are precise, integrally known and correct. Otherwise, they are imperfect. Imperfection in data can be broadly classify into three independent dimensions which are imprecision, uncertainty and incoherence [20]. Since quality of data will affect the quality of data mining, therefore it is recommended to assess the data quality before implement into any research. Quality of data can be both subjectively and objectively assessed [24]. The detail of how to assess the quality of data can be found in [24].

Noise, missing values and class imbalance are the factors that influence the quality of data [21]. Among all the factors, class imbalance problem has been receive huge attention from manufacturing researcher [25-28]. In manufacturing environment, a sample of data are normally in imbalanced distribution as during inspection of product, batches that pass the quality assurance examinations are far more than batches that are fail [29]. Apart from that, cases whereby the majority of the data collected from manufacturing systems that exhibit normal operating behaviors while as the occurrence of encountering faulty operating condition is limited added to the issue of imbalance data [30].

The nature of imbalance data sets fall into two cases which are the data are naturally imbalance and the data are too expensive to obtain data of the minority class for learning [31]. In real time application such as manufacturing process, large amount of data is generated with skewed distribution [32]. A data set said to be highly skewed if sample from one class is in higher number than other [31-32]. In an imbalance data set, a class is said to be major class if the number of instances is more and vice versa [33]. Solutions to the class imbalance problem were proposed to both data or external and algorithm or internal level. At the data level, these solution include different form of sampling such as oversampling, undersampling and combination of oversampling and undersampling [33]. However, solution at data level will cause information loss. On the other hand, solution proposed at algorithm level including adjust the cost of various class, adjust probabilistic of various class, adjust decision threshold and recognition based rather than discrimination based [33]. Solutions at algorithm level were being implemented and will discuss in detail at the following.

3.0 DATA MINING

One of the most important processes in knowledge discovery is data mining. Data mining has evolved into a mainstream technology due to two complementary and yet antagonistic phenomena which are the deluge of data and starvation of knowledge as shown in Figure 3. According to [35], data mining can be counted as logical succession to information technology. The evolution of information technology initiated the data collection in 60’s [35]. Later the first relational database management system was develop in 70’s to store the collected data [35]. During the 80’s the enhancement of data access technique with widely available language is being implement globally [35]. Consequently, the management of data is better with the development of data warehouse and decision support system.
These developments aid in manipulation of data from all sources, data from multiple layers (dynamic) and analysis of data. However, the developments of data warehouse and decision support systems alone do not provide a satisfactory solution to solve the problem that we are facing nowadays in the era of information age. The problem of rich data but poor information requires advanced data analysis tools that led to data mining [35]. Data mining is flourishing rapidly and widely applied in all areas or field ever since it was developed due to as stated below:

1. In contrast to decision support systems, data mining is computer driven which means that data mining can be fully automated. It is important especially the volume of data has grown exponentially and has exceeded human ability to interpret.
2. Data mining can solve the query formulation problem.
3. Data mining confronts the visualization and understanding of large datasets efficiently.

Before data mining is implementing, it is important to identify the type of knowledge to be mined as it will determine the type of data mining. Based on the task of data mining, there are several categories of data mining technology. These technologies include anomaly detection, association rule mining (ARM), clustering, classification, regression and summarization [34-35]. However, ARM was used in this research to discover interesting relations between variables in large databases. ARM is the most important association rule mining technology to determine frequent patterns from transaction data besides generate association rules from frequent pattern [38]. It is also believed that the use of ARM in frequent pattern captured from industrial process can provide useful knowledge to explain industrial failure and hence aid in root cause analysis [39].

3.1 Association Rule Mining

ARM or also known as frequent pattern mining was first introduced in 1993 by Agrawal with the purpose of discovery interesting correlations, frequent patterns, association or casual structure among sets of item in a given transactional dataset or other data repositories [40]. The relationships among itemsets are based on the co-occurrence instead of their inherent properties. These associations are normally expressed in the form of association rule. The idea or motivation for seeking association rule came from market basket analysis which is used to examine customer behavior. Generally there are two steps involved in the process of association rule mining. The first step is to find the entire frequent pattern or itemsets that satisfy minimum support and the second step is to generate all association rules that satisfy the minimum confidence from the frequent pattern.

Most of the ARM approach adopted Apriori-like (classical) approach. There is less explored area in association mining is infrequent itemset mining. However, infrequent itemset mining is important as in real world application especially in manufacturing environment, the data are normally skewed or imbalance when dealing with defect product. With the classical Apriori-like algorithm, it is not efficient to generate all rules that are interesting with the appearance of imbalance data.

Classical Apriori-like algorithm will bias toward the majority class and ignore the minority class in the data set. In order to find rules in minority class, the threshold of minimum support have to be lowered. As result, plenty of patterns or rules will be generated. With the situation of abundant frequent patterns or rules, classical apriori-like algorithms may suffer from trivial cost as most of the items in database would be allowed to participate in itemset generation and affected the scalability of the algorithm [40]. Besides that, it is costly to handle a huge number of candidate items when generating rules [40]. Apart from that, it is time consuming to repeatedly scan the database and check support of the candidate itemsets generated [40]. In addition, the complexity of the computation will increase exponentially with regard to the number of itemsets generated [40]. Hence, there is a need to improve classical Apriori-like algorithm to suit better when dealing with imbalanced data sets.

3.2 Weighted Association Rule Mining

Numerous efforts have been done to overcome the limitation of classical ARM. According to [41], many of the improved algorithms replace an item’s support with a weighted form of support. Weighted association rule mining (WARM) was first given a formal definition by [42]. In this approach, each item is assigned a weight to reflect its importance. The higher the priority, the higher the weight assigned to the item. However, issues on how to develop a suitable weight scheme arise with the concept of WARM. There have been various approaches in dealing with finding a suitable weight scheme over the years. These efforts can be broadly categorized.
into the domain approach where item weights are assigned solely on the basis of domain knowledge and the other in which item weights are inferred on the basis of interactions between items in a transactional database.

### 3.2.1 Domain based Weighted Association Rule Mining

Research work in [43] was among the earliest attempts to deal with traditional ARM problem. In their research, they have developed generalized item support which incorporate both item and transaction weight to obtain maximum flexibility in determining large itemsets. Weights were assigned according to expert domain knowledge. They revealed that the assigned weight has the ability to bias the rule generation process to transaction with high importance. Therefore, it is proven that WARM able to prioritize the results accordingly.

Tao et al. [44] in their research pointed the drawback of implementing weighted schema in traditional ARM. The downward closure property is proven violated with the use of weighted support as an itemsets can consider large even though some of the subsets are not large due to the weighting schema. Therefore, they have revised the downward closure property in their research. They make use of weight for both item and itemsets. The itemsets whose weighted support is larger than threshold were considered as significant itemsets and the result is promising.

In 2004, [45] extend the traditional ARM by applying weight to reflect the interest of each item within the transaction. In their approach, they have proposed a twofold approach. They have first calculated frequent pattern itemsets without considering the weight and later weight is taken into account during process of rule generation. In the rule generation process, they partitioned the weight domain space of each frequent itemset and identified the popular regions within the domain space. They justify that their approach not only improves the confidence of the rules, but also provides a mechanism for more effective marketing.

Research work in [46] proposed a new algorithm to allocate weight to items based on feature-value pair. In their approach, they exploit multiple correspondence analysis (MCA) to present features in a principal component space to determine relationships among categories and feature-value pairs. Subsequently, they integrate information produced by MCA with percentage of frequency counts of both negative and positive to assign weight for feature-value pairs. Their approach shown promising result compared to well-known algorithms such as decision tree, neural network, naive bayesian, support vector machine and k-nearest neighbor.

Wu and Li [47] in their work employed analytic hierarchy process (AHP) to set the weight of items by associating the degree of relative significance among different values of one attribute and the degree of relative significance among evaluation attributes. Their approach replaced artificial judgment matrix with objective judgment matrix to avoid depending too much on the subjective aspect. According to their study, domain expert has to be taken into consideration to result in accurate weight. In their approach, they are first selected two attributes and made use of subjective judgment to build judgment matrix, then different attribute are multiply by relative significance among different value of selected attribute to calculate weight. With their contribution, it enables the weight to be more understandable and flexible.

Five weighted association rule mining approaches for facility layout problem were applied in [48]. In all the approaches, each item is assigned a weight with respect of user criteria. In their study, five performance measures which are machine utilization, total amount of products produced, cycle time, transfer time and waiting time are used to evaluate the effectiveness of the proposed approach.

Recently, [49] proposed an approach base on high utility rule mining (HURM). In HURM, users are able to define their preference in term of utility function and obtain association rules. Their work also improves utility-based mechanism to tackle with large transaction database. In order to accommodate the benefit in business form, their work also allow user to design quantitatively and utilize three elements which are opportunity, effectiveness and probability. Experimental result shows the proposed approach able to provide users with greater business benefit.

Although some research show promising result with implementing domain knowledge in determining weight in WARM, however, there are a number of researchers [48,50] reveal constraint of domain based approach. According to them, although it is true that some domain research successfully utilize domain knowledge to determine weight, nevertheless, there are cases whereby information is either not available or insufficient to convert raw domain into useable item weight. Besides that, even in domain where domain knowledge are readily available, volatility of data give rise to changes in pattern where in turn reducing the effectiveness of the weight. In addition, there is a possibility whereby knowledge generated only encapsulate known pattern and thus excluding the discovery of unexpected rules. Consequently, it is believe that data driven or automated weighted association rule mining is an important tool in driving the weighted association rule mining process [52].

### 3.2.2 Data based Weighted Association Rule Mining

In 2008 and 2013, [50] and [53] respectively presented a novel framework in ARM to assign weight without pre-assigned value. In their studies, they converted dataset into a bipartite graph containing items and transactions. Later, weight are
calculated with the adapted HITS model [54] to rank the transaction accordingly. Experimental results shown that the computational cost of link based model are reasonable. The researchers compare the result with four databases and the result proven the proposed approach able to work well with sparse database in finding interesting pattern involving rare items. Despite of the fact, the performance was very similar to apriori according to [54]. Principal component analysis (PCA) was introduced by [52] in a weight assignment mechanism. Their idea is the degree of variation in dataset need to be considered. Eigenvectors and eigenvalue that computed from covariance matrix in PCA were used to rank item and capture the degree of variation respectively. Weights were next assigned to items based on the degree of variation across dataset. Experimental outcome indicate that summary of generated rules with high information could be generated compared to traditional Apriori.

In the same year, valency model was proposed by [51] for weight assignment problem. Their concept is based on the strength of their item connection to adjust the weight of items. They designed a valency model into two different parts. Weight of an item was judged based on its strength of connection and later calculates the weight for items. Experimentation was shown to be significantly better than Apriori. In the following year, they extended the valency model to accommodate in data stream environment [55]. As a result, their extended model was faster in term of execution time while maintaining a promising accuracy as compared to the earlier model. Apart from that, [56] and [52] revised graph based connectivity model to capture interaction between items. The extended scheme was proven able to produce cliques with significantly higher h-confidence value than traditional ARM.

This research induced weight based on PCA. PCA is a mathematical technique that has been widely implemented to determine the relationships between different items in a given dataset [52]. Detailed of PCA weighted ARM is illustrated at the following.

**4.0 EXPERIMENT**

This section explains the flow of the experiment. The process of the experiment contain four phases which are understanding of the problem, preparation of the data, data mining and evaluation of the discovered knowledge as shown in Figure 4.

**4.1 Understanding of the Problem**

This phase involves learning terminology of the specific domain. In this research, understanding of the process of manufacturing in semiconductor is vital as the case study is based on a semiconductor industry. Experts from the related field are gathered to define the problem and determine the project goals together. Current solutions that are implementing to the problem will be discussed to know the weakness of the solutions. Then, a description of the problem including its restrictions will be done. The project goals later will be transformed into data mining goal and initial selection of potential data mining technique will be done. Since the project goal is to find the pattern and correlation among attributes in the data in order to determine the root cause machine-set, the most likely sources of defective products, that cause a low yield situation in a regular manufacturing procedure, association rule mining is being proposed.

**4.2 Understanding of the Data**

This phase is the one of the key step upon which the success of the entire knowledge discovery process depends. This phase includes collection of sample data, and deciding which data will be needed including its format and size. The domain expert will be gathered again to verify the related data that are needed for the process of data mining. In addition, domain expert will also need to further explain each of the tables and attributes in the data set. Before it is ready to be used, data needs to be checked for completeness, redundancy, missing values, plausibility of attribute values and others.

In this research, in order to reach the goal, data are extracted from work in progress (WIP) and true alarm in a specific time frame. WIP refers to all materials and partly finished products that are at various stages of the production process. True alarm recorded the defect products. These two data sets have been verified by domain expert. Attributes that are relevant have been extracted accordingly.
4.3 Data Mining

This phase is another key step in knowledge discovery process. This step involves usage of the planned data mining techniques and selection of the new ones or improves the planned data mining techniques. In this research, PCA weighted ARM will be used as data mining technique to find the pattern and correlation among attributes in the data. The pattern and rules generated are believed to help in determining the root cause machine-set, the most likely sources of defective products, that causes a low yield situation in a regular manufacturing procedure.

4.3.1 Weighted Association Rule Mining Fundamental

In fundamental WARM, each item or itemset is assigned a weight based on its significance. The higher the priority, the higher the weight assigned to the item. The goal of using weighted support is to make use of the weight in the mining process and prioritizes the selection of the targeted itemsets according to their significance in dataset rather than frequency alone.

Given a set of items, \( \{i_1, i_2, ..., i_m\} \), a transaction may be defined as a subset of \( i \) and a dataset as \( D \) of a transaction. An itemset consists of a set of \( X \). The support of \( X \), \( \text{sup}(X) \), is the proportion of transactions containing \( X \) in the dataset. An association rule is expressed in the form \( X \rightarrow Y \), where \( X \subseteq I, Y \subseteq I \), and \( X \cap Y = \emptyset \). The rule \( X \rightarrow Y \) has coverage of \( s \) in the transaction set \( D \). If \( s = \text{sup}(XY) \), then \( \text{sup}(XY) \) is the joint support of \( X \) and \( Y \). The rule \( X \rightarrow Y \) holds in the transaction set \( D \) with confidence \( c \) where \( c = \text{conf}(X \rightarrow Y) = \text{sup}(XY) / \text{sup}(X) \). In a weighted ARM, a weight \( w_i \) is assigned to each item \( i \), where \( 0 \leq w_i \leq 1 \) reflecting the relative importance of an item over other associated items. The weighted support of an item \( i = w_i \times \text{sup}(i) \). Similar to traditional ARM, a weighted support threshold and a confidence threshold is assigned to measure the strength of an association rules produced. The weight of an itemset \( X \) is \( \frac{\sum w_i \times \text{sup}(i)}{|X|} \).

In WARM, an itemset \( X \) is considered to be a frequent itemset if weighted support of the itemset is greater than user defined minimum weighted support \( \text{wmisup} \) threshold as \( \frac{\sum w_i \times \text{sup}(i)}{|X|} \geq \text{wmisup} \). The weighted support of \( X \rightarrow Y \) is the average weights of itemsets \( X \) and \( Y \) multiply by their joint support, \( \text{sup}(XY) \) as \( \frac{w_x+w_y}{2} \times \text{sup}(XY) \) where \( w_x \) and \( w_y \) are the weights of itemsets \( X \) and \( Y \) respectively. A rule \( X \rightarrow Y \) is considered interesting if a weighted support is greater than \( \text{wmisup} \) and the confidence of the rule is greater than or equal to a minimum confidence threshold, \( \text{minconf} \).

4.3.2 Weighted Association Rule Mining using PCA

PCA is a statistical procedure that makes use of an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components. The first principal component accounts for as much of the variability in the data as possible, and each succeeding component accounts for as much of the remaining variability as possible. Therefore, the first principal component generated from PCA is chosen to be the weight in WARM.

Given a dataset \( D \), the covariance of every pair of items can be expressed in term of covariance matrix \( M \). The matrix \( P \) of all possible eigenvector can be derive from \( P^{-1}MP = Q \), where \( Q \) is diagonal matrix of eigenvalue in \( M \). The first eigenvector \( E_1 = (v_1, v_2, ..., v_n) \) will contain a set of numeric values \( v_i \) for each item \( i \) in the range of \([0,1]\). For a given item \( i \), the value \( v_i \) indicates to the extent which the item \( i \) captures the variation in \( D \) with respect to first principal component. Next, eigenvectors are being modulo to compute magnitude as \( V = (|v_1|, |v_2|, ..., |v_n|) \). Then, the \( V \) will be normalised to lie in the range of \([0,1]\) and result in another vector \( v_i \). Lastly, the weight vector is given by \( W = v_i \). Figure 5 shows the step involve in PCA to generate weight to be used in WARM.

![Figure 5](image)

Block diagram of the PCA processes in determining weight.

4.4 Evaluation of the Discovered Knowledge

This phase includes understanding of the results, checking whether the new information is novel and interesting, interpretation of the results by domain experts, and checking the impact of the discovered knowledge.

5.0 RESULTS AND DISCUSSION

In this section, we report on the result of running PCA WARM using dataset from semiconductor manufacturing. The experimental data were preprocessed as discussed earlier. Figure 6 shows the
sample rules generated from the proposed approach, PCA WARM. Some of the result shown are being replaced with binary number to protect the privacy of the data that provided by company.

<table>
<thead>
<tr>
<th>Sample of rules generated</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Product=9 =&gt; Error(alarm)= SPC/Inprocess Reject</td>
</tr>
<tr>
<td>2. Product Type=12 =&gt; Error(alarm)= SPC/Inprocess Reject</td>
</tr>
<tr>
<td>3. Process Group=18 =&gt; Error(alarm)= SPC/Inprocess Reject</td>
</tr>
<tr>
<td>4. Basic Type=27 =&gt; Error(alarm)= SPC/Inprocess Reject</td>
</tr>
<tr>
<td>5. Operator (alarm)= NANI =&gt; Error(alarm)= SPC/Inprocess Reject</td>
</tr>
<tr>
<td>6. Lot=64 =&gt; Error(alarm)= SPC/Inprocess Reject</td>
</tr>
<tr>
<td>7. Product=9, ProductType=12 =&gt; Error(alarm)= SPC/Inprocess Reject</td>
</tr>
<tr>
<td>8. Product=9, ProcessGroup=18 =&gt; Error(alarm)= SPC/Inprocess Reject</td>
</tr>
<tr>
<td>9. Product=9, ProcessClass=22 =&gt; Error(alarm)= SPC/Inprocess Reject</td>
</tr>
<tr>
<td>10. Product=9, BasicType=27 =&gt; Error(alarm)= SPC/Inprocess Reject</td>
</tr>
</tbody>
</table>

**Figure 6** Samples of rules generated

According to the result, PCA WARM is capable in capturing pattern from the data of industrial process. These patterns are able to explain industrial failure. As shown in Figure 6, we can know that product number 9 always result in SPC/Inprocess Reject error. Besides that, when operator NANI is on duty, the chances of having SPC/Inprocess Reject error is higher compared to other operators. With this information, the management can take action like provide training to the particular operator. Further analysis also can be done on why the product number 9 always results in the specific error.

### 6.0 CONCLUSION

In this paper, we have presented PCA-WARM in manufacturing root cause analysis. A classical ARM was adopted with weighted support to overcome the rare items problem by assigning weights to items. The goal of using weighted support is to make use of the weight in the mining process and priorities the selection of targeted itemsets according to their significance, rather than frequency alone. Therefore, it is able to find the association rule even in imbalanced dataset. As we noted earlier in the paper, there is a need to automate the weight as users may be unable to supply weight due to a number of reasons. The implementation of PCA which make use of principle component has proven successful in determining weight in WARM. In conclusion, the proposed technique is able to tackle the issue in imbalanced dataset and extract interesting correlations, frequent patterns, associations or casual structures among items in the transactional database. Patterns or association rules obtained from the proposed approach are able to explain industrial failure.
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