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Abstract

Both laser scanner and Kinect has been widely used in robotic application for simultaneous localization and mapping (SLAM). However, each sensor has its own limitations. For example, Kinect does not have a wide range field of view and laser scanner could not detect obstacles beyond its scanning plane. The paper proposes a method to combine the data from Kinect and laser scanner to perform a 2D-SLAM. The sensors will be mounted in different types of configurations; both facing forward and facing in opposite directions. This system is able to detect complex surrounding features for better mapping and obstacle avoidance.

Keywords: 2D, SLAM, kinect, laser scanner

1.0 INTRODUCTION

The SLAM problem has been substantially researched theoretically and has been successfully implemented on mobile robots in 2D and 3D environments [1, 2, 6, 7, 8, 9, 10]. To implement SLAM, the robot needs to localize itself and map the environment which makes it a challenging problem to solve because of the mutual dependency of the map and robot’s pose. In order to localize the robot in the real world would require the map of the environment and in order to build the map, localization of the robot is required. Due to this, mobile robots now carry precise sensors such as wheel encoders, gyroscopes, accelerometers, ultrasonic sensors and laser scanners. Measurements from these sensors are vital for solving...
the SLAM problem. Most of the researches that have been done were using a single range measurement sensor for mapping such as the laser scanner [1] or ultrasonic sensors [18] or the Xbox Kinect [6, 7, 10, 11, 13]. Multiple sensors were also used in past researches but with each sensor to its own specific task such as the laser scanner for mapping, Kinect for obstacle avoidance and a GPS to aid localization [2, 12].

Our motivation for this paper is that first, the real world environments are not smooth and flat. It is filled with various sized of obstacles. Previous works on SLAM have been neglecting the need for mapping small obstacles. The resulting maps can be deemed inaccurate thus disabling them for future autonomous navigation use. Secondly, using the Kinect alone to perform SLAM is achievable but the quality of the map is usually unsatisfactory as we will show in section 4. In this paper, we merged the range measurement data from both the Kinect and a laser scanner to be specifically used for mapping. The utilized Gmapping algorithm is a highly efficient Rao-Blackwellized particle filter to learn grid maps from range measurement data [5, 15]. The aim of this paper is to highlight the ability of the merged range measurement data to detect small obstacles and to construct an accurate map of the environment including the mapping of small obstacles.

2.0 RELATED WORK

SLAM has been implemented with various types of mobile robots and other moving vehicles for wide variety of operation. A test-bed vehicle equipped with two SICK laser scanners has been used to perform SLAM to improve the Advance Driver Assistance System (ADAS) technology. It focuses on the detection and tracking of moving objects from the surrounding environment for better intelligence and accuracy of the ADAS [1]. GPS data were also used to help localizing the test-bed vehicle on the real world. Another successful implementation of SLAM in the real world was performed in a crowded urban environment [2]. The robot named Obelix, was equipped with a Hokuyo UTM-30LX for mapping and localization purposes. The robot was also using an extended SLAM routine to successfully navigate through 3 kilometers of path in the urban city of Freiburg, Germany. Besides wheeled robots, SLAM with humanoid robots has also been successful. Humanoid robots possess a large degree of freedom to navigate through areas where wheeled robots find it very difficult. The robot QRI0 was successful in environment map-building approach and able to distinguish multiple environment types. Reasonable accuracy of height information was also provided for floors, stairs and obstacles [14].

Instead of the expensive laser scanners, there were also successful implementations of SLAM using the Kinect. Since the introduction of the Microsoft Kinect, extensive analysis of the Kinect for SLAM has been done [3, 11, 19]. In [3], it shows that the estimation of the local traversability based on a single depth image from the Kinect could lead to an accurate and fast to compute mobile robot system even without a graphical processing unit in the laptop. The system was successful on processing the depth data at 10-25 frames per second on a standard Intel i7 laptop computer. The 3D vision of the Kinect can also be converted into a 2D area map with the method shown in [4]. The 11-bit raw data from the Kinect were converted to depth images and pixels coordinate from the Kinect data were used to publish 2D obstacle locations. It was also mentioned that transparent and highly reflective surfaces could be a problem for the Kinect to detect. Visual SLAM was also successfully implemented using the Kinect with a reasonable degree of accuracy [7] but the resulted 3D map was not suitable for route planning and autonomous navigation. A hand-held Kinect was used to implement a SLAM system called the RGBD-SLAM System [6]. It is now widely used to build 3D occupancy grid maps [11]. It was also mentioned in [11] that the Kinect is a viable option to perform SLAM however the laser scanner is more precise and accurate in terms of 2D mapping which we will show later in this paper. The RGBD-SLAM is also computationally heavy and the integration of the Extended Kalman Filter (EKF) into the system is needed to avoid the time consuming service calls and decrease the time of each algorithm iteration. A more efficient way to do 3D-SLAM is now available with OctoMap. OctoMap is an approach to model the environment in 3D based on octrees using a probabilistic occupancy occupation. It has been successful in modeling non-uniform free and unknown areas [8]. The bounded per-volume confidence approach also allows for a lossless compression scheme which substantially reduces memory usage.

All the mentioned researches above were successful in implementing SLAM but only the humanoid robot QRI0 was more focused on mapping small obstacles using the data obtained by its stereo camera. Its floor pattern, tunnel and stair recognition to aid navigation is also notably impressive. With the QRI0 as an inspiration, work on this paper then began to focus on mapping low obstacles using the combination of the Xbox Kinect and a laser range finder.

3.0 SYSTEM OVERVIEW

3.1 TurtleBot

During this research, a custom mobile robot was not built from scratch. A TurtleBot was used and modified instead. The TurtleBot is a robot kit that provides hardware and software for development of robot algorithms. It consists of an iRobot Create, an Xbox Kinect and a single axis gyroscope. A laptop and a Hokuyo UHG-08BLX Laser Range Finder were then mounted on the TurtleBot, as shown in Figure 1. Other
differential wheeled robots can also be utilized to replicate this work.

### 3.2 Microsoft Xbox Kinect

The Xbox Kinect camera is a low-cost sensor built for the well-known Xbox game console. It has a 43 degrees vertical and 57 degrees horizontal field of view. The Kinect can provide depth images which then can be converted into point clouds and laser scan data that can be used for SLAM. Another option instead of Kinect would be the Asus Xtion Pro Live Motion Sensor or any other depth camera.

#### 3.3 Hokuyo UHG-08LX

The Hokuyo UHG-08LX laser range finder is a suitable alternative so far for mobile robot applications due to its compact size and low power consumption features. Its scanning range is up to 8 meters and a field of view of 270 degrees. The laser range finder can provide us with precise laser scan data which will be useful for SLAM. Any 2D laser scanner could also be utilized.

### 3.4 Robot Operating System

The Robot Operating System or ROS is the base of the TurtleBot system and it defines the means of external communication when building a specialized application. ROS contains stacks and packages where a stack delivers the functionality of the system and a package contains multiple stacks. In this research, a number of stacks and packages namely the IRA Laser Tools [16] for combining multiple laser scans were utilized. Figure 3 roughly explains how the system works. The rosbag [17] package to record and play a bag file which contains all the published data were also utilized.

---

**Figure 1** Modified TurtleBot with mounted Kinect, Hokuyo UHG-08LX and a laptop

**Figure 2** The experimental environment inside the 3.0m times 6.0m robotics platform

**Figure 3** System diagram

### 4.0 OUR APPROACH

The main objective of our work is to produce an accurate map of the environment where even the small obstacles will be included in the map. We focus on the capabilities of the Xbox Kinect to produce a wide vertical depth image so that the small obstacles can be detected and then computed to be included in the final map. A simple test run were done to map our lab’s corridor (as shown in Figure 4) using just the Kinect. The test was then repeated using the laser range finder. The quality of the map by using just the Kinect from Figure 5 is much lesser than the quality obtained by using just the laser range finder which can be seen on Figure 6. Because of mapping low obstacles is one of our main objective, we could not afford to discard the Kinect as it has the vertical field of view while the laser range finder does not. To obtain a better map quality and also be able to recognize and map small obstacles, both the Kinect and the laser range finder were opted to be utilized.
Our approach is to merge the laser scan data from multiple sensors into one set of data because most SLAM algorithm can only utilize one laser scan data as input. In order to achieve this, a package in ROS called the IRA Laser Tools were utilized and modified according to our needs. Parts of the pointcloud to laser scan code which are available in ROS were used. The package allows easy, dynamic and simultaneous merging of multiple laser scans into a single scan. The resulting scan will appear generated from a single laser scanner disregarding actual occlusions as seen from the merged scans. A simple laser scan test was done using the sensors on the experimental environment as shown in Figure 2. Figure 7 shows the scan from the Kinect which can detect even the small obstacles. Figure 8 shows the scan from the Hokuyo which can precisely detect the rectangular shape of the 3.0m times 6.0m robot platform arena with four obstacles with various height and width. Figure 9 shows the merged scan. Note that both sensors were facing forward at the time. An open source SLAM algorithm called Gmapping was then utilized to perform SLAM with the newly merged scan from both sensor configurations. Experimental results will be discussed in the next section.

![Figure 4 Partial drawing of CEASTech's lab corridor](image)

### 5.0 EXPERIMENTS & RESULTS

After successfully merging the laser scans, we proceed with our experiments. The experiment was split into two shown in Table 1. First, both the sensors were mounted facing forward. Second, the Xbox Kinect was mounted facing forward and the Hokuyo facing backwards. Both experiments were done on a 3.0m times 6.0m robot platform arena with four obstacles with various height and width. From Figure 7 and 8, the fact that three of the obstacles cannot be detected by the Hokuyo while all four of the obstacles can be detected by the Kinect was known.

During the experiment, the TurtleBot was manually controlled with teleoperation randomly without a specific style of movement to replicate an autonomous system performing SLAM in an unknown environment with the presence of obstacles. For each experiment, all the sensor data, robot's movement and transformation were recorded in a bagfile. The bagfile then was replayed on a different machine to perform an offline SLAM using the Gmapping algorithm.

![Figure 5 Map of CEASTech's lab corridor using the Xbox Kinect](image)

![Figure 6 Map of CEASTech's lab corridor using the Hokuyo UHG-08LX](image)

The first experiment results can be seen from Figure 10 and Figure 11. With the Gmapping algorithm, a reasonable map of the robot platform arena was built. Figure 10 shows that early on, all the obstacles including the smaller ones were plotted on the map. Note that the errors are also already visible on the
map. The resulted final map was also reasonably accurate with the robot platform arena can be clearly observed. From Figure 11, note that three out of four obstacles are still in the map even though the smaller obstacles are now smaller in scale on the map.

Table 1 Types of experiments with the duration of the recorded bagfile.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Duration / s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Sensors facing forward</td>
<td>161</td>
</tr>
<tr>
<td>2. Sensors facing opposite direction</td>
<td>242</td>
</tr>
</tbody>
</table>

Figure 7 Kinect’s laser scan of the experimental environment

Figure 8 Hokuyo’s laser scan of the experimental environment

Figure 9 The merged laser scan of the experimental environment

6.0 DISCUSSIONS

First, the problem of obstacles being cleared out from the map needs to be highlighted. Early on during both experiments, even the smallest obstacles were clearly visible on the map but as the experiments went on and the final maps were published, some of the obstacles went missing from the final map. This is because the smaller obstacles were not in the line of sight of the Hokuyo laser range finder. When the obstacles are no longer in the Kinect’s field of view and Hokuyo laser range finder couldn’t detect the obstacles but it detects the robot platform arena’s wall behind it, the Gmapping algorithm assumed that the earlier plotted areas as errors and then re-marked the areas as free space instead. With the Hokuyo’s larger field of view, the probability of the obstacles being cleared from the map is high. This can be clearly seen from Figure 13 where only one obstacle was left on the map. But from Figure 11, when both sensors are facing forward, 57 degrees of the Kinect’s field of view were stacked on the Hokuyo’s field of view. This lessen the probability of the obstacles being cleared from the map and re-marked as free space thus explaining the resulting map with 3 out of 4 visible obstacles. Furthermore, even if the obstacles were inside the Kinect’s horizontal field of view, it could also be too close to the robot and outside of the Kinect’s vertical field of view thus the sensors will then detect the walls behind obstacles instead. Modifying the parameters during the conversion of depth images into laser scans could make the minimum distance between the robot and obstacles smaller, but it also resulted in floors being detected as obstacles.
Secondly, the errors accumulated on the first experiment are visibly larger than the errors from the second experiment. This is because multiple points were detected when the field of views from multiple sensors is stacked on each other. The utilized IRA Laser Tools package during the experiment computed each point, took the lowest range measurement data and published it as a single point. This resulted in a slight delay when the package publishes its merged laser scan data and causing errors. This can especially be seen when the robot is turning as shown in Figure 14 and Figure 15. From Figure 14 a part of the robot platform arena’s wall was not updated when the robot is turning can be seen. Figure 15 shows a much clearer example where some points on the robot platform arena’s straight wall were updated and the others were not.

Errors from the first experiment could also be interpreted as odometry errors. As we configured both of our sensors facing forward, the maximum field of view is 270 degrees while on the second experiment, we configured our sensors to face the opposite direction which resulted in a total of 330 degrees of field of view. This caused us to turn the robot more during the first experiment to fully map the environment thus resulting in a higher odometry error.

Errors from the first experiment could also be interpreted as odometry errors. As we configured both of our sensors facing forward, the maximum field of view is 270 degrees while on the second experiment, we configured our sensors to face the opposite direction which resulted in a total of 330 degrees of field of view. This caused us to turn the robot more during the first experiment to fully map the environment thus resulting in a higher odometry error.

7.0 CONCLUSION AND FUTURE WORK

Solving the issue on obstacles being cleared out from the map and marked as free space will be our future work. We could split the solution into two ways. First, multiple layer of maps with each map layer will be built by a single specified sensor can be constructed. The multiple maps then can be combined into one complete map from all the sensors. Second, the Gmapping algorithm parameters need further tweaking to lower the probability threshold of a cell being marked as occupied. A lower threshold value can decrease the probability of an obstacle being cleared out from the map but it can also cause a certain degree of errors when the algorithm are not clearing out noises from the map.

Furthermore, errors when merging the scans from the Kinect with other laser scanners can be avoided. We will need to work on a better laser scan merging package for ROS. The package that was utilized is currently not fully optimized for the Xbox Kinect but only for a single plane laser scanner which does not have a vertical field of view.

In conclusion, this paper proposed a method to perform SLAM with combined sensors which is the Kinect and a Hokuyo UHG-08LX Laser Range Finder with both sensors were specifically used for mapping. By combining the Xbox Kinect and the Hokuyo UHG-08LX, a wider field of view of the environment were obtained thus managing to perform SLAM better compared to performing SLAM with a single Kinect where the map was inaccurate as can be seen from
Figure 5 or a single Hokuyo UHG-08LX where key features such as small obstacles were missing from the final map. Finally we conclude that this scan merging method is suitable to build a 2D map of the environment including the mapping of small obstacles instead of just detecting the obstacles to perform obstacle avoidance maneuvers.
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