COARSE RESOLUTION DEFECT LOCALIZATION ALGORITHM FOR AN AUTOMATED VISUAL PCB INSPECTION
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Abstract. One of the backbones in electronic manufacturing industry is the printed circuit board (PCB) manufacturing. Current practice in PCB manufacturing requires an etching process. This process is an irreversible process. Printing process, which is done before the etching process, caused most of the destructive defects found on the PCB. Once the laminate is etched, the defects, if exist would cause the PCB laminate to become useless. Due to the fatigue and speed requirement, manual inspection is ineffective to inspect every printed laminate. Therefore, manufacturers require an automated system to detect the defects online which may occur during the printing process. The defect is detected by utilizing wavelet-based image difference algorithm. Hence, this paper proposes an algorithm for an automated visual PCB inspection that is able to automatically locate and extract any defect on a PCB laminate. The algorithm works on the coarse resolution differenced image in order to locate the defective area on the fine resolution tested PCB image.
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1.0 INTRODUCTION

There exist numerous algorithms, technique and approaches in the area of automated visual PCB inspection nowadays. As proposed by Moganti [1-2], these can be divided
into three main approaches: referential approaches, rule-based approaches and hybrid approaches.

For the referential approaches, there are two major techniques. The first one is image comparison technique and the other one is model-based technique. The major shortcoming if this approach is related to image alignment or registration for comparison purpose.

The simplest operation of image comparison technique is realized by comparing the tested PCB image against the reference PCB image using simple XOR logic operator. Instead of XOR logic operator, image mathematical operation is also useful. For instance, the work carried out by Wen-Yen, et al. [3] did the direct subtraction of the reference to the test image to produce Positive (P), Negative (N) and Equal (E) pixels. After that, the defect detection and classification are done based on the P, N and E pixels.

Model-based technique on the other hand, matches the tested PCB image with a predefined model. An early proposal use graph-matching technique. Under this technique, the defective PCB image can be successfully recognized but the position of each defect cannot be located. The major difficulty of this method is related to the matching complexity. Ja and Yoo [4] introduced tree representation scheme for PCB inspection. Although the tree representation technique is less complex than the graph-matching technique, yet the location of the defects still cannot be retrieved. Another method compares two PCB images based on their connectivity [5] but the connectivity defects are limited to short circuit and open circuit only.

The inspiration to process the PCB images in run length encode (RLE) is realized by Ercal, et al. [6] and Hou, et al. [7]. Under this idea, the binary PCB image is converted to RLE data. Consequently, they come out with a systolic algorithm to produced differenced image but the process is applied on RLE data.

Rule-based approaches test the design rule of the PCB traces to determine whether each PCB trace fall within the required dimensions or not. Mathematical morphological operation is frequently used where dilation and erosion are the basic operation [8-11]. The main advantage of the design-rule checking approach is it does not require a reference PCB image. Thus, this approach is not subjected to the alignment problem. Since they verify the design-rule, the disadvantage is they might miss defects that do not violate the rules. Furthermore, rule standardization is needed for the entire image of the inspected PCBs.

Lastly, the hybrid approaches combines the referential approaches and the design-rule approaches to make use the advantages and to overcome the shortcoming of each approach. But it is a complex and very time consuming process because it involved some sort of double-checking procedure.

This paper is organized as follows. Section 2 highlights the research methodology of this project. The proposed algorithm consist of 2 stages: the defect detection and the defect localization. The wavelet-based image difference algorithm is described
briefly in section 3. The coarse resolution defect localization algorithm is addressed clearly in section 4. The proposed defect localization algorithm entirely can be divided into four operations: connected-component labeling operation, window coordinates searching operation, mapping operation and windowing and defect extraction operation. Section 5 contains the conclusions of this paper. Lastly, the references of this research work are placed in section 6.

2.0 RESEARCH METHODOLOGY

Numerous techniques, methods and algorithms have been proposed for the automated visual PCB inspection. The latest technique is cited in [12-13]. All these techniques, methods and algorithms concentrate mainly on the defect detection. Obviously, none of them mentions the defect localization and extraction which are the subsequent stage after the defect detection is completely done. Defect localization and extraction are important in order to provide the information to the operator where exactly each defect occurred. It is also important for the purpose of defect classification.

This paper tackles the problem of the automated visual PCB inspection from a different point of view. For the defect detection, the wavelet-based image difference algorithm as proposed in [13] is selected. Then, the defect localization stage will be executed. The defect localization algorithm is computed on the coarse resolution differenced image, which is the output of the wavelet-based image difference algorithm. Lastly, the defective areas are windowed on the fine resolution original image of the tested PCB. This algorithm is also able to extract each defective area to provide adequate information for the subsequent stage after defect localization and extraction.

3.0 DEFECT DETECTION ALGORITHM

The wavelet-based image difference algorithm is selected for the defect detection algorithm. The algorithm provides an effective way to minimize the computation time of image difference operation for PCB defect detection algorithm. Firstly, this technique applies the second level Haar wavelet transform to both the reference and test PCB image. The reference PCB image and the test PCB image are shown in Figure 1 and Figure 2 respectively. Then, the image difference operation is computed by comparing the test PCB image against the reference PCB image in wavelet domain. Figure 3 shows the coarse resolution differenced image that is the output of the wavelet-based image difference algorithm. The flow of the algorithm is depicted in Figure 4.
Figure 1  A reference PCB image

Figure 2  A test PCB image

Figure 3  Coarse resolution differenced image
The purpose of the defect localization algorithm is to highlight the defective areas on the tested PCB image. Defect localization is important in order to inform operators about the location of the defects detected for further procedures such as defect classification and defect marking.

The input for the defect localization algorithm is the coarse differenced image. The defect localization algorithm consists of four core operations, namely: connected-component labeling operation, window coordinates searching operation, mapping operation and windowing and defect extraction operation.

**Figure 4** Wavelet-based image difference algorithm

### 4.0 DEFECT LOCALIZATION ALGORITHM

The purpose of the defect localization algorithm is to highlight the defective areas on the tested PCB image. Defect localization is important in order to inform operators about the location of the defects detected for further procedures such as defect classification and defect marking.

The input for the defect localization algorithm is the coarse differenced image. The defect localization algorithm consists of four core operations, namely: connected-component labeling operation, window coordinates searching operation, mapping operation and windowing and defect extraction operation.
4.1 CONNECTED-COMPONENT LABELING OPERATION

Before the connected-component labeling operation is explained, it is essential to understand the meaning of connectivity in a two-dimensional array or image. For a two-dimensional array, there exist two types of connectivity. The first one is 4-connected pixel and the second one is 8-connected pixel [14].

The 4-connected pixels are connected if their edges touch. This means that a pair of adjoining pixels is part of the same object only if they are both on and are connected along the horizontal or vertical direction. The 8-connected pixels are connected if their edges or corners touch. This means that if two adjoining pixels are on, they are part of the same object, whether they are connected along the horizontal, vertical, or diagonal direction. Figure 5(a) and Figure 5(b) represent the concept of a 4-connectivity pixel and an 8-connectivity pixel respectively.

The connected-component labeling operation returns the information of the coarse differenced image (a binary image) to identify each object in the image. The output of the connected-component labeling operation is a two-dimensional output array named as labeled image. The size of the labeled image is exactly the same as the coarse differenced image, which the objects in the coarse differenced image are distinguished by different integer values in the labeled image. As an example, consider a small area of a coarse differenced image represented in two-dimensional $10 \times 10$ array as shown in Figure 6.

The output array of the 4 connected-component labeling is depicted in Figure 7. This figure obviously shows that the connected-component labeling operation successfully recognizes 3 objects in the coarse differenced image. In this case, each object is assigned with an identical value starting from 1 to 3. This identical value depends on the number of objects in the coarse differenced image.

Figure 8 shows the output array of the 8 connected-component labeling operation. Compared to the output in Figure 7, the objects identified as 1 and 2 are merged to become one individual object because of the 8-connectivity factor chosen for the
**Figure 6** An example of a small area in a coarse differenced image

**Figure 7** The output of the 4 connected-component labeling operation

**Figure 8** The output of the 8 connected-component labeling operation
connected-component labeling operation. Thus, the total number of objects identified in the coarse differenced image is only 2.

In this project, the 8-connectivity pixel for the connected-component labeling operation is selected. This is to minimize the number of the identified object. In fact, each object representing a defective area and normally, defects are far apart from each other. As a result, the computation time of the overall wavelet-based PCB defect detection and localization algorithm can be minimized. This operation is done on the coarse resolution image.

4.2 WINDOW COORDINATES SEARCHING OPERATION
The resultant image of 8 connected-labeling operation is taken to be an input for the window coordinate searching operation. Here, the result in Figure 8 is taken as an input for the ease of explanation. The most important objective of this operation is to search for four coordinates of each object in Figure 8 for the defective area windowing. The four coordinates of each object are named as: RowMin, RowMax, ColMin and ColMax which correspond to minimum row, maximum row, minimum column and maximum column respectively. Note that this operation is done on the coarse resolution image. With Figure 8 as the input image for window coordinate searching operation, the output of this operation is shown in Table 1. As an example, Figure 9 represents the location of the RowMin, RowMax, ColMin and ColMax for the object identified by number 2 in a 10 × 10 array.

<table>
<thead>
<tr>
<th>Object</th>
<th>RowMin</th>
<th>RowMax</th>
<th>ColMin</th>
<th>ColMax</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>10</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>9</td>
</tr>
</tbody>
</table>

4.3 MAPPING OPERATION
According to the coordinates obtained in window coordinate searching operation, a number of windows are drawn on the fine resolution tested image. Recall that these four coordinates of each object is defined in a coarse resolution image. Hence, some sort of mapping equation is needed to map the coordinates in the coarse resolution image to the fine resolution image. The determination of the mapping equation is critical in the sense that ineffective mapping equation will cause the distortion problem happened to the individual drawn window. In order to derive the mapping equation employed in this paper, four coordinates RowMin, RowMax, ColMin and ColMax represented in Figure 9 is selected again. These four coordinates are chosen to simplify the justification of the mapping equation.
If the $10 \times 10$ array in Figure 9 is to be enlarged into a $80 \times 80$ array, as an example, the output of the image enlargement should be as depicted in Figure 10. In this case, the enlargement coefficient, $E$ is 8. Apparently, each four point as small as one pixel is enlarged to be $8 \times 8$ pixels in the enlarged image. Then, each coordinate is mapped into 8 possible values actually as shown in Figure 10. However, for the windowing operation, the mapping equation should be able to accomplish one point to one point mapping. In order to solve this matter, two simple sets of rules are considered.

**Figure 9**  Representation of $RowMin$, $RowMax$, $ColMin$ and $ColMax$ for the object number 2

**Figure 10**  The resized image (enlargement coefficient, $E = 8$)
Suppose that if each coordinate \( \text{RowMin}, \text{RowMax}, \text{ColMin} \) and \( \text{ColMax} \) on the coarse resolution image is mapped into \( \text{RowL}, \text{RowH}, \text{ColL} \) and \( \text{ColH} \) on the fine resolution image:

1. The value of \( \text{RowL} \) and \( \text{ColL} \) should be the minimum value within the range of possible values.
2. The value of \( \text{RowH} \) and \( \text{ColH} \) should be the maximum value within the range of possible values.

Based on the rules, the equation 1, 2, 3 and 4 are effectively can be used for the mapping operation.

\[
\begin{align*}
\text{RowL} &= (\text{RowMin})(E) - (E - 1) \\
\text{RowL} &= (\text{RowMin})(2^L) - (2^L - 1) \\
\text{RowH} &= (\text{RowMax})(E) \\
\text{RowH} &= (\text{RowMax})(2^L) \\
\text{ColL} &= (\text{ColMin})(E) - (E - 1) \\
\text{ColL} &= (\text{ColMin})(2^L) - (2^L - 1) \\
\text{ColH} &= (\text{ColMax})(2^L) \\
\text{ColH} &= (\text{ColMax})(2^L)
\end{align*}
\]

where \( E = 2^L \) and \( L \) denotes the iteration or level of wavelet transform used in the wavelet-based image difference algorithm. In this project, \( L = 2 \) is chosen in order to obtain an effective inspection time without increasing the computation cost of the inspection system [15].

### 4.4 WINDOWING AND DEFECT EXTRACTION OPERATION

For each \( \text{RowL}, \text{RowH}, \text{ColL} \) and \( \text{ColH} \) related to each defective area, a boundary line representing a window can be drawn on the fine resolution tested PCB image. Each window marks the defective areas where the defects are actually occurred. After the defective areas are windowed successfully, it is possible to segment each defective area for defect extraction where each defective area is shown in an individual image.

The result of the defect localization is depicted in Figure 11. The black windows on the gray pattern highlight the defective areas on the tested PCB image. The flow of the proposed algorithm is shown in Figure 12. Lastly, the overall flow of the PCB defect detection and localization algorithm is depicted in Figure 13.
Figure 11   Defect localization
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Figure 12   Coarse resolution defect localization algorithm
5.0 CONCLUSIONS

This paper proposes an algorithm for PCB defect localization for an automated visual PCB inspection. The localized area in the tested PCB image will be used as the inputs to the classification stage, which is the subsequent stage after the defect detection has been done. The continuation of this research is to implement the algorithm on hardware to ensure that the automated visual PCB inspection system can perform in a real-time environment with high efficiency.
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