1.0 INTRODUCTION

Real estate is a unique investment category influenced by many aspects in every nation’s economy either macro or micro economic factors. Investors, banking sectors, economists, developers and even private individuals need accurate information while decision making. Thus, forecasting become vital in the property investment decision-making process for institutional investors, supporting asset allocation, property fund strategy and stock selection for a mixed-asset portfolio (Chaplin, 1999; Mitchell and McNamara, 1997).

Forecasting plays vital role in real estate in the decision making of individual or organization knowing the potential or trend would allow for an investment plan. In general, forecasting is an attempt to predict and explains that forecasting is the prediction of how does the actual value or situation of a subject will be in future rather than what should be (Armstrong 2001). Garrick and Raymond (2001), explain that every forecasting method is based on the assumption that the pattern or behaviour of the parameter and its accuracy which are reflected by the mathematical relation adopted where it tends to represent the actual subject condition. Therefore, generally it uses historical data to examine the potential condition or trend of the unknown output forecasted subject.

Choosing the suitable method of forecasting technique is essential which may influence in generating good forecasted information. Armstrong (2001) suggests convenience, market popularity, structured judgment, statistical criteria, relative track records, and guidelines from prior research while selecting a suitable forecasting method in Real Estate. However, many empirical researches had shown that accuracy varies according to different method and since accuracy is very important, therefore choosing the right technique of forecasting is vital consequently arose questions arise on the selection of appropriate forecasting technique, namely: What are the available approaches and its methods in forecasting?, What are the sources of errors and types of errors considered in forecasting?, and What are the common forecasting tools in real estate?. A detailed knowledge is needed while selecting the method while considering forecasting methods.
may assists the ability to forecast the future trends either, demand, price or supply in Real Estate would be an advantage especially for investors and speculators.

Consequently, there have been many different techniques being developed to fulfill these needs. This paper overviews the forecasting techniques, and the common techniques and the error calculation for its accuracy that had been used throughout the years in real estate.

The contents of this article are presented in a manner that initially it explains the approaches in forecasting and the common methods in each approach are summarised. Then sources of errors and types of errors used for accuracy in forecasting are elaborated. Finally, the forecasting methods that are commonly used in real estate and the justification of adoption in terms of error handling are discussed.

2.0 APPROACHES IN FORECASTING

Forecasting become essential in decision making to be rational substantially increased the forecasting knowledge through high level research activities in recent years. The statistical and stochastic methods have major advantages in designing probability distribution based forecast rather than a deterministic point of forecasting. Moreover, these methods become the base or fundamental design of any forecasting modelling.

Forecasting falls into two categories, which is a quantitative approach and qualitative approach (Seow and Teck, 1996). Quantitative approaches organize past information about an activity to forecast the future condition. Qualitative approaches are used when historical data related to the events to be forecasted either limited or unavailable, or when the events are affected by non-quantifiable information (Gurney K 1997). Heather and Leonie (2008) classify Expectation, Extrapolative and Explanatory methods are widely used in mortality forecasting. Actuaries and Demographers have increasingly been using standard statistical forecasting methods. The Society of Actuaries (SOA) a worldwide organization for all actuarial had subdivided forecasting methods, namely Extrapolative, Explanatory, Simulation, Judgmental, and Composite.

2.1 Expectation

Expectation in the form of experts’ opinion based on linear models with high and low scenario. Waldron (2005) explains the scenario where expectation approach has been adopted in forecasting. Actuaries also used this approach using simple linear models in the past and moved to extrapolate approaches (Idler & Benyamini, 1997; Heather and Leonie, 2008).

2.2 Explanatory

Explanatory Method is used when the causes and risk factors are known, and is generally limited to short-term forecasting. Regression analysis; Predictive modelling; Artificial Neural Network; and Econometric modelling are the main methods being used under this approach (Gardner, 1985; Makridakis et al. 1998; Armstrong J.S., 2001; Montgomery et al., 2008).

2.3 Extrapolative

Extrapolative method assumes that future the trend always be the continuation of the past. This method uses the historical data with a weight where higher weight will be given to the recent year data. Widely used due to its simplicity, accuracy and ease of use in business (REF). Simple moving average, time series, and exponential or complex moving average is the common methods under this approach in practice. Especially in time series, being a stochastic model enables the probabilistic prediction interval calculation is the advantage (Makridakis et al. 1998; Shapiro et al. 1999; Armstrong J.S., 2001; Fox & Fox 2008).

2.4 Simulation

Simulation Modelling Method provides just-in-time results according to any parametric value changes. Cell based modelling, dynamic simulation, and multi agent simulation fall under this approach. Complex modelling structures usually modelled using simulation to produce analog results to study the complexity impact (Makridakis et al., 1998; Epstein, 1996; Miller & Page 2007; Gilbert, 2008).

2.5 Judgmental

Judgmental Method is based on the experts’ consensus mechanism of similar cases. Qualitative method totally relies on the experts’ opinion rather than historical data or any statistical methods. Delphi technique, Focus group is some common methods under this approach (Makridakis et al., 1998; Lawrence et al., 2006).

2.6 Composite

Composite approach is more of the similarity parameters of similar case studies on case based reasoning. This approach needs huge data with short histories. Bayesian forecasting method is the common method under this approach (Lapide, 2008; Makridakis et al. 1998; West, M., & Harrison, J. 1997).

3.0 SOURCE OF ERRORS IN MODELLING

Accuracy is regarded as the level of significance for acceptance in forecasting is termed by Armstrong (2001) as an “optimist term for forecasting error”. Forecast errors, on the other hand, represent the difference between the forecast value and the actual value. Due to parameter selection, calculation methods, and forecasting models, errors are considered as a variable with significant value in modelling. Alho (1990) informs that there are many sources of error in forecasting demographic rates. Heather and Leonie (2008) and Keilman (1990) mention that sources of error may be classified into four various but related sources: a) wrong model specification for forecasting, b) parameter consideration, c) errors in the dataset, and randomness inherent variation. Garrick and Raymond (2001) had underline four techniques in measuring the accuracy of forecasted information. Table 1 brief about the common error measuring methods available in forecasting.
Table 1 Methods of measuring the forecasting accuracy

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient of Determination ($R^2$)</td>
<td>Measures how well the model is. It is the square of correlation between $Y$ (the model) $\hat{Y}$ (the computing)</td>
<td>$Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_n X_n + \epsilon$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Where $Y$ = value of the dependent variable $\alpha_0 = $ intercept or constant $\beta_1, \ldots, \beta_n = $ slope of the regression $X_i = $ given value of the independent variable $\epsilon = $ observed error or residual</td>
</tr>
<tr>
<td>Root Mean Square Error (RMSE)</td>
<td>Differences between the two data sets where one data set from the computed and the second data set will be the actual.</td>
<td>$\sqrt{\left(\sum_{t=1}^{N}(X_t - \hat{X}_t)^2 / N \right)^{1/2}}$</td>
</tr>
<tr>
<td>Mean Squared Errors (MSE)</td>
<td>The accuracy measure computes by squaring the individual error for each item in a data set and then finding the average or mean value of the sum of those squares.</td>
<td>$MSE = \frac{1}{n} \sum_{t=1}^{N} e_t^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Where $N = $ period $E_2 = $ forecasting error</td>
</tr>
<tr>
<td>Mean Absolute Percentage Error (MAPE)</td>
<td>The mean or average of the sum of all of the percentage errors for a given data set taken without regard to sign so as to avoid the problem of positive and negative values cancelling each other.</td>
<td>$MAPE = \frac{1}{n} \sum_{t=1}^{N} PE_t$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$PE_t = \left(\frac{Y_t - F_t}{Y_t}\right) \times 100$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Where $PE = $ percentage error, $n = $ time period $Y_t = $ actual observation for time period $t$ $F_t = $ forecast for the same period</td>
</tr>
<tr>
<td>Theil’s U-statistic</td>
<td>Developed by Henry Theil (1966), it is an accurate measure that emphasizes the importance of large errors (as in MSE) as well as providing a relative basis for comparison with naïve forecasting methods (Garrick and Raymond, 2001). Makridakis et al. (1998) have simplified Theil’s equation.</td>
<td>$U = \sqrt{\frac{1}{n} \sum_{t=1}^{N} \left(\frac{Y_{t+1} - Y_t}{Y_t} - \frac{F_{t+1} - F_t}{F_t}\right)^2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Where $U = $ Theil’s statistics, $F = $ Forecast $Y = $ Observation</td>
</tr>
</tbody>
</table>

Source: Makridakis et al. (1998); and Garrick and Raymond (2001)

Considering accuracy and reliability in forecasted results, all types of errors should be taken account while predicting intervals in forecasting. Omitting one or more sources of uncertainty may mislead the level of confidence in forecasting.

### 4.0 Forecasting Methods in Real Estate

In Real Estate, large number of forecasting models including housing price are developed using Multiple Regression Analysis (MRA) and Artificial Neural Network (ANN), Partial Least Square (PLS), Genetic Algorithm (GA), Fuzzy Logic, and Support Vector Regression (SVR) are also used in a few studies of housing price index modelling. Regression techniques have been long central to the field of economic statistic (Alho 1990). For instance,
Mark and Goldberg (1988) explain that the main traditional method in property mass assessment had always been multiple regression analysis.

The MRA based method has been popular because of their established methodology, long history of application and wide acceptance among both practitioners and academicians. Besides that, multiple regression analysis had also been used in other field such as in forecasting potential demand. Hua (1997) had used multiple regressions to forecast the residential construction demand in Singapore. Barr et al. (1996) developed model selection criteria such as firm merging, share prices in an abnormal event in finance using multiple regression with Mean Square Error of Prediction (MSEP) and Mean Square Error (MSE).


The limitation of traditional linear multiple regression analysis had been recognized for some time (Mark and Goldberg, 1998; Do and Grudnitski, 1992). The methodological problem associated with non-linearity, multicollinearity, function form misspecification, and heteroscedasticity had limited the accuracies of the technique (Larsen and Peterson, 1988; Mark and Goldberg, 1988; Do and Grudnitski, 1992). Therefore, several other techniques had been introduced to overcome the limitation faced by multiple regression analysis method. According to Do and Grudnitski (1992), the most commonly used methods in addressing the problem faced by multiple regression analysis is a method based on the neural network system.


### 5.0 DISCUSSION

Since MRA and ANN are highly used in real estate forecasting, for accuracy and reliability, many studies have been carried out to compare ANN with MRA. Majority of the forecasting studies calculates the percentage of error of both the artificial neural network and multiple regression analysis models which then been applied in a market sample in which the sales price is known. Ng and Cripps (2001) compared multiple regression analysis and artificial neural network in predicting housing value. Peter and Ralph (2008) had also used neural network and compare the accuracies of multiple regression analysis in evaluating of housing price in Nigeria. Mohamad et al. (2012) had also compared multiple regression analysis and artificial neural network method in mass appraisal context. Besides that Julio and Esperanza (2004), simulate the hypothesis by applying it in valuing real estate value in Madrid. Hasan (2008) forecasted the housing price in the Turkey market using MRA & ANN and demonstrated that ANN is more significant than MRA. The majority of the real estate analysis using multiple regression or neural network is carried on macro economic parameters. All these macroeconomic parameters on housing price index forecasting using MRA and ANN confirm that ANN shows an average error rate between 5 to 10% inaccurate while multiple regression analysis shows a higher average which is 10 to 15% inaccurate. Hasan (2008) applied MRA and ANN on microeconomic parameters of housing prices is confirm that ANN provides more significant result over MRA.

### 6.0 CONCLUSION

From the literatures, there are many techniques that have been used in forecasting the housing price in real estate market. Explanatory and exploratory research approaches are used in housing price forecasting in real estate. Selecting the most appropriate technique is very crucial to ensure that the model being developed should really reflect the actual market condition to reduce the source of errors in modelling. Among the forecasting methods, MRA and ANN are the most adopted methods in housing price forecasting.

All empirical studies carried on to evaluate the performance of MRA and ANN confirms that ANN eliminates the non-linearity issue in modelling and more significant than MRA in housing price index forecasting.
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