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Abstract

In this paper the design of robust stabilizing state feedback controller for inverted pendulum system is presented. The Ant Colony Optimization (ACO) method is used to tune the state feedback gains subject to different proposed cost functions comprise of H-infinity constraints and time domain specifications. The steady state and dynamic characteristics of the proposed controller are investigated by simulations and experiments. The results show the effectiveness of the proposed controller which offers a satisfactory robustness and a desirable time response specifications. Finally, the robustness of the controller is tested in the presence of system uncertainties and disturbance.
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1.0 INTRODUCTION

Single inverted pendulum is a classical problem in the field of non-linear control theory; it also offers a good example for control engineers to verify a modern control theory. The inverted pendulum is a highly nonlinear and open-loop unstable system. The characteristics of the inverted pendulum make identification and control more challenging. The inverted pendulum is a benchmark underactuated, unstable and nonlinear system that is used in many control experiments to demonstrate the effectiveness of different control approaches. It is used in a manner analogous to the control of many real systems such as rockets during liftoff, bipedal walking, cranes, robots, and etc. [1, 2]. Several control strategies based on the conventional control theory, modern control theory, adaptive control and intelligent control have been used to control the inverted pendulum, such as PID controller, linear quadratic regulator (LQR), fuzzy logic controller (FLC). Furthermore, the effect of new control methods is verified using pendulum system because of the simplicity of the structure and the wealth of its nonlinear model. Further, the simple structure allows real and virtual experiments to be carried out [3, 4, 5].

On the other hand, a Single rod Inverted Pendulum consists of a freely pivoted rod, mounted on a motor driven cart. With the rod exactly centered above the motionless cart, there is no side long resultant force on the rod and it remains balanced. In principle it can stay this way indefinitely, but in practice it never does. Any disturbance that shifts the rod away from equilibrium, gives rise to forces that push the rod far there from this equilibrium point, implying that the upright equilibrium point is inherently unstable. Under no external forces, the rod always come to rest in the downward equilibrium point, hanging down. This is called the pendant position. This equilibrium point is stable as opposed to the upright equilibrium point. The control task is to swing up the pendulum from its natural pendant position and to stabilize it in the inverted position, once it reaches the upright equilibrium point. The cart must also be homed to a reference position on the rail [6, 7].

In this work a robust state feedback controller which is a powerful tool to control linear dynamic systems is proposed to stabilize the inverted pendulum system. The robust design is more desirable because this system cannot be precisely modeled and involve some amount of uncertainty. The Ant Colony Optimization (ACO) method is used to tune the state feedback gain matrix subject to a proposed cost function. The proposed cost function combines the H-infinity constraints and time domain specifications of the system to meet at the same time the required robustness and the desired time response specifications.

2.0 METHODOLOGY

2.1 Ant Colony Optimization (ACO) Method

The Ant Colony Optimization (ACO) method is a paradigm for designing meta-heuristic algorithms for combinatorial optimization problems. The essential trait of ACO algorithms is...
the combination of a priori information about the structure of a promising solution with information about the structure of previously obtained good solutions. ACO is found on the foraging behavior of ants and their indirect communication based on pheromones, and has been applied to several combinatorial problems such as scheduling and routing optimization in data. ACO’s are especially suited for finding solutions to different optimization problems. A colony of artificial ants cooperates to find good solutions, which are an emergent property of the ant’s co-operative interaction. Based on their similarities with ant colonies in nature, ant algorithms are adaptive and robust and can be applied to different versions of the same problem as well as to different optimization problems. An ant searches collectively for a good solution to a given optimization problem. Each individual ant can find a solution or at least part of a solution to the optimization problem on its own but only when many ants work together they can find the optimal solution [8, 9].

Since the optimal solution can only be found through the global cooperation of all the ants in a colony, it is an emergent result of such cooperation. While searching for a solution the ants do not communicate directly but indirectly by adding pheromone to the environment. Based on the specific problem an ant is given a starting state and moves through a sequence of neighboring states trying to find the shortest path. It moves based on a stochastic local search policy directed by its internal state, the pheromone trails, and local information encoded in the environment. Ants use this private and public information in order to decide when and where to deposit pheromone. In most application the amount of pheromone deposited is proportional to the quality of the move an ant has made. Thus the more pheromone, the better the solution found. After an ant has found a solution, it dies; i.e. it is deleted from the system. ACO is depending upon the pheromone matrix \( \tau = \{ \tau_{ij} \} \) for the construction of good solutions. The initial values are defined as [10]:

\[
\tau_{ij} = \tau_0 \forall (i,j) , \text{ where } \tau_0 > 0
\]

The probability \( P_{ij}^A(t) \) of choosing a node \( j \) at node \( i \) is defined as:

\[
P_{ij}^A(t) = \frac{\tau_{ij}(t)^\alpha \eta_{ij}(t)^\beta}{\sum_{j \in T^A} \tau_{ij}(t)^\alpha \eta_{ij}(t)^\beta} ; i,j \in T^A;
\]

At each generation of the algorithm, the ant constructs a complete solution using this equation, starting at source node. Where \( \eta_{ij} = \frac{1}{\Delta T} \) \( \alpha \) and \( \beta \) are the constants that determine the relative influence of the pheromone values and the heuristic values on the decision of the ant respectively. \( T^A \) is the path effectuated by the ant \( A \) at a given time.

The quantity of pheromone \( \Delta \tau_{ij} \) on each path may be defined as

\[
\Delta \tau_{ij}^A = \begin{cases} 
L_{ij}^{\min} / \Delta \tau & \text{if } i,j \in T^A \\
0 & \text{else}
\end{cases}
\]

where \( L^A \) represents the value of the objective function found by the ant \( A \).

\( L_{ij}^{\min} \) represents the best solution carried out by the set of the ants until the current iteration.

The pheromone evaporation is a way to avoid unlimited increase of pheromone trails. Also it allows the forgetfulness of the bad choices:

\[
\tau_{ij} = \rho \tau_{ij}(t - 1) + \sum_{A=1}^{NA} \Delta \tau_{ij}^A(t)
\]

where

\( \Delta \tau_{ij}^A \): The quantity of pheromone on each path.

\( NA \): Number of ants.

\( \rho \): The evaporation rate \( 0 < \rho \leq 1 \).

### 2.2 System Mathematical Model

A sketch of an inverted pendulum mounted on a motor driven cart system is shown in Figure 1. Realistically, this simple mechanical system is representative of a class of attitude control problems whose goal is to maintain the desired vertically oriented position at all times. Since the inverted pendulum is a nonlinear system, we first develop the basic balance equations for the system, put these nonlinear equations into standard state form, and then generate a linearized model of the nonlinear plant. The open loop plant is shown to be highly unstable. A simplistic approach to classical control of this system is attempted with the end result showing rather ineffective performance [11].

To develop the mathematical model for the system, the rod is assumed to be massless and that the cart mass and the point mass at the upper end of the inverted pendulum are denoted as \( M \) and \( m \), respectively. There is an externally \( x \)-directed force on the cart, \( u(t) \), and a gravity force acts on the point mass at all times. The coordinate system chosen is defined in Figure 1, where \( x(t) \) represents the cart position and \( \theta(t) \) is the tilt angle referenced to the vertically upward direction. A force balance in the \( x \)-direction gives that the mass times acceleration of the cart plus the mass times the \( x \)-directed acceleration of the point mass must equal the external force on the system.

Applying Newton’s second law to the \( x \) direction of motion yields [12, 13]:

\[
M \frac{d^2 x}{dt^2} + m \frac{d^2 x}{dt^2} = u
\]

where the time-dependent center of gravity of the point mass is given by the coordinates, \((x_{g}, y_{g})\). For the point mass assumed
here, the location of the center of gravity of the pendulum mass is simply defined as:

$$x_g = x + L \sin \theta; \quad \text{and} \quad y_g = L \cos \theta \quad (6)$$

where $L$ is the pendulum rod length. Substitution of Equation (5) into Equation (6) gives:

$$M \ddot{x} + m \ddot{x}\left(x + L \sin \theta\right) = u \quad (7)$$

Noting the following definitions,

$$\frac{d}{dt}\left(\cos \theta \dot{\theta}\right) = \left(\cos \theta \right) \ddot{\theta} + \left(\sin \theta \right) \dot{\theta} \dot{\theta}$$

$$\frac{d}{dt}\left(\sin \theta \dot{\theta}\right) = -\left(\sin \theta \right) \ddot{\theta} + \left(\cos \theta \right) \dot{\theta} \dot{\theta}$$

Equation (3) can be expressed as:

$$(M + m) \ddot{x} + mL \ddot{\theta} = mg \sin \theta \quad (8)$$

Applying Newton's second law to the rotational motion, we obtain:

$$m \ddot{x} + mL \ddot{\theta} = mg \sin \theta \quad (9)$$

Equations (9) and (10) are nonlinear differential equations. Since the inverted pendulum is wanted to be kept vertical, then $\theta(t)$ and $\dot{\theta}(t)$ can be assumed small and consequently: $\sin \theta = \theta, \cos \theta = 1, \text{and } \theta \dot{\theta}^2 = 0$. Equations (9) and (10) can be linearized as follows:

$$(M + m) \ddot{x} + mL \ddot{\theta} = mg \sin \theta \quad (11)$$

By arrangement, Equations (11) and (12) will be:

$$M \ddot{x} = \left(M + mg\right) \theta - u \quad (13)$$

The state variables are defined as: $x_1 = \theta, x_2 = \dot{\theta}, x_3 = x, \text{and } x_4 = \dot{x}$, then consequently and from Equations (13) and (14), the state space model can be expressed as:

$$\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
0 \\
-\frac{mg}{M}
\end{bmatrix} u \\
\begin{bmatrix}
\theta \\
\dot{\theta} \\
x \\
\dot{x}
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
-1.574 \\
0.417
\end{bmatrix} u \quad (15)
$$

Table 1 lists the system parameters values. The nominal state space model for the system is:

$$\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 \\
29.861 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
-0.947 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{bmatrix} +
\begin{bmatrix}
0 \\
-1.574 \\
0 \\
0.417
\end{bmatrix} u \quad (16)$$

### Table 1: List of system parameters [14]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gravity, g</td>
<td>9.81 m/s²</td>
</tr>
<tr>
<td>Pole length, l</td>
<td>0.36 m</td>
</tr>
<tr>
<td>Cart mass, M</td>
<td>2.4 kg</td>
</tr>
<tr>
<td>Pole mass, m</td>
<td>0.23 kg</td>
</tr>
</tbody>
</table>

### 2.3 Design of State Feedback with Integral Controller

Although PID controller is a good controller for controlling the single-input-single-output (SISO) systems, only one PID controller cannot control both the cart position and the pendulum angle. On the other side, modern control theory is based on the description of system equations in terms of $n^{th}$ first-order differential equations, and the system can be described by state space equation form. This means that only one controller can successfully stabilize the inverted pendulum system. The main design approach for systems described in state-space form is the use of state feedback, or pole placement. The first step in the pole placement design approach is to choose the locations of the desired closed loop poles. The most frequently used approach is to choose such poles based on experience in the root locus design, placing a dominant pair of closed poles and choosing other poles so that they are far to the left of the dominant closed loop poles. Another approach is based on the quadratic optimal control approach. This approach will determine the desired closed-loop poles such that it balances between the acceptable response and the amount of control energy required. Yan Lan presented a controller design based on state space pole placement method for a non-linear dynamic system described by an inverted pendulum. Huan made a comparison between several types of controller such as PID, FLC, and state feedback [15, 16].

On the other hand, when root loci are utilized for the design of control systems, the general approach may be described as that of pole placement; the poles here refer to that of the closed-loop transfer function, which are also the roots of the characteristic equation. Knowing the relation between the closed-loop poles and the system performance, we can effectively carry out the design by specifying the location of these poles. When we have a controlled process of the third order or higher, the PD, PI, single stage phase-lead, and phase-lag controllers would not be able to control independently all the poles of the system, because there are only two free parameters in each of these controllers. To investigate the condition required for arbitrary pole placement in an $n^{th}$-order system, let us consider that the process is described by the following state equation:

$$\frac{dx(t)}{dt} = Ax(t) + Bu(t) \quad (17)$$

where $x(t)$ is an $n \times 1$ state vector, and $u(t)$ is the scalar control. The state feedback control is:

$$u(t) = -Kx(t) + r(t) \quad (18)$$

where $K$ is the $1 \times n$ feedback matrix with constant-gain elements, $r(t)$ is the scalar reference input. By substituting Equation (18) into Equation (17), the closed-loop system is represented by the following state equation:
\[
\frac{dx(t)}{dt} = (A - BK)x(t) + Br(t)
\]  \tag{19}

It will be shown in the following that if the pair \([A, B]\) is completely controllable, then a matrix \(K\) exists that can give an arbitrary set of Eigen values of \((A - BK)\).

The feedback gain matrix \(K\) is expressed as

\[
K = [K_1, K_2, \ldots, K_n]
\]  \tag{20}

where \(K_1, K_2, \ldots, K_n\) are real constants.

A necessary and sufficient condition for arbitrary pole placement is that the system be completely state controllable. We shall first derive the necessary condition. We begin by proving that if the system is not completely state controllable, and then there are Eigen values of matrix \([A - BK]\) that cannot be controlled by state feedback. Suppose that the system of Equation (17) is not completely state controllable. Then the rank of the controllability matrix is less than \(n\)th order, or

\[
M = [B : AB : \cdots : A^{n-1}B] = n
\]  \tag{21}

If the rank of the controllability matrix \(M\) is \(n\) (meaning that the system is completely state controllable) \[17\]. For the system model in Equation (16) the controllability matrix is:

\[
M = \begin{bmatrix}
0 & -1.574 & 0 & -47.001 \\
-1.574 & 0 & -47.001 & 0 \\
0 & 0.417 & 0 & 1.479 \\
0.417 & 0 & 1.479 & 0
\end{bmatrix}
\]  \tag{22}

The rank of the matrix \(M\) is: \(\text{rank}(M) = 4 = n\).

The state feedback control structured in the preceding paragraphs has one deficiency in that it does not improve the type of the system. As a result, the state-feedback control with constant-gain feedback is generally useful only for regulator systems for which the system does not track inputs, if all the roots of the characteristic equation are to be placed at will. In general, most control systems must track inputs. One solution to this problem is to introduce integral control, just as with PI controller, together with the constant gain state feedback. The block diagram of a system with constant-gain state feedback and integral control feedback of the output is shown in Figure 2. The dynamic equations of the system are written as:

\[
\frac{dx(t)}{dt} = Ax(t) + Bu(t)
\]  \tag{23}

\[
y(t) = Cx(t) + Du(t)
\]  \tag{24}

\[
u(t) = -Kx(t) + K_i z(t)
\]  \tag{25}

\[
z(t) = r(t) - y(t)
\]  \tag{26}

where \(y(t)\) is the scalar output. The actuating signal \(u(t)\) is related to the state variables through constant state and integral feedback. The system dynamics can be described by:

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{z}(t)
\end{bmatrix} =
\begin{bmatrix}
A & 0 \\
-C & 0
\end{bmatrix}
\begin{bmatrix}
x(t) \\
z(t)
\end{bmatrix} +
\begin{bmatrix}
B \\
0
\end{bmatrix} u(t) +
\begin{bmatrix}
0 \\
1
\end{bmatrix} r(t)
\]  \tag{27}

The second cost function that is used to stabilize the inverted pendulum system is:

\[
J_{\text{min}} = ||W_1 T + W_2 S||_\infty
\]  \tag{29}

where \(T\) is the complementary sensitivity function which represents the relationship between the system output and desired input, \(S\) is the sensitivity function which represents the relationship between the system error and desired input, \(W_2\) is the uncertainty weighting function and \(W_2\) is the performance weighting function. This cost function represents the \(H\)-infinity constraints that satisfy the required robust stability and performance of the system with the presence of system parameters uncertainty. The uncertainty weighting function is determined to cover 10% change in system parameters. The determined uncertainty weighting function is:

\[
W_1 = \frac{s + 400}{0.2s + 5000}
\]  \tag{30}

The performance weighting function is selected as a second order structure and its parameters are obtained using ACO method. The obtained performance weighting function is:
\[ W_2 = \frac{0.04245^2 + 2.933x + 0.464}{3.076x^2 - 5.792x - 3.014} \]  

(31)

The ACO method parameters are set as: number of ants = 25, the initial pheromone value = 0.06, the evaporation parameter = 0.4 and the number of iterations equal to 20. The resulting optimal state feedback gain matrix is: 
\[ K_1 = -307.968, K_2 = -52.620, K_3 = -191.189, K_4 = -134.289, K_5 = -198.815. \]

On the other hand, to achieve a more desirable time response specifications of the system with the presence of system parameters uncertainty, the following cost function is proposed:
\[ J_{\text{min}} = \|W_1 T + W_2 S\|_\infty + \int_0^T e^{-2(t)} dt + \int_0^T \theta^2(t) dt \]  

(32)

It is a combination of the time response specifications represented in Equation (28) and the H-infinity control constraints represented in Equation (29). This cost function is conducted to meet at the same time a desirable time response specifications and required robustness of the inverted pendulum system. In this case the ACO method parameters are set as: number of ants = 25, the initial pheromone value = 0.06, the evaporation parameter = 0.4 and it is found that the selection of the number of iterations equal to 20 was fair enough and the increasing in the number of iterations did not improve the convergence of the algorithm. The resulting optimal state feedback gain matrix is: 
\[ K_1 = -240.968, K_2 = -66.620, K_3 = -235.189, K_4 = -134.289, K_5 = -180.815. \]

Further, the resulting optimal performance weighting function is:
\[ W_2 = \frac{0.333x^2 + 3.404x - 0.284}{4.28x^2 + 1.80x + 20.16} \]  

(33)

The flowchart of ACO algorithm is shown in Figure 3.

3.0 RESULTS AND DISCUSSION

Figure 4 shows the resulting performance of the cart position and pendulum angle when the cost function in equation (28) was applied. It is shown that the obtained time response specifications for the cart position are: \( t_r = 3.2 \text{ s}, t_s = 6 \text{ s} \). The pendulum angle is stabilized in less than 5 s within -0.07 and 0.11 degree.

Figure 5 shows the resulting frequency response characteristics of the complementary sensitivity function and sensitivity function compared with the uncertainty weighting function and performance weighting function respectively. From this figure it is clearly seen that the magnitudes of the complementary sensitivity function and sensitivity function are less than the magnitudes of the inverse of uncertainty weighting function and performance weighting function for all frequencies. This means that the robust conditions in the proposed cost function have been satisfied. The obtained time response for the cart position and pendulum angle is shown in Figure 8. In this case the achieved specifications are: \( t_r = 2.3 \text{ s}, t_s = 2.9 \text{ s}, M_p = 0\% \), and the pendulum angle oscillates between -0.12 and 0.2 degree and stabilized in less than 3.5 s. The control signal specifications is shown in Figure 9. It is clear that a low control effort has been obtained. The convergence rate of ACO algorithm is shown in Figure 10.

Furthermore, to test the robustness of the proposed robust controller to parameter variations, the cart mass, pole mass and pole length are varied. Figures 11 to 13 show the response of the system under different values of cart position, pole mass and pole length. It is clear that the controller can effectively compensate the parameter variations. It shows the robust performance. Further, Figure 14 shows the pendulum angle during stabilization when external disturbance is applied to the pendulum at \( t = 1.9 \text{ s} \). It is showed that the pendulum angle deviates to 0.07 degree when the disturbance signal is introduced but the controller can accommodate the deviation and make the pendulum to maintain its upright position.

On the other hand, the real inverted pendulum used in this work is shown in Figure 15. This pendulum system consists of a cart moving along the one meter length track. The cart has a shaft to which two pendulums are attached and are able to rotate freely. The cart can move back and forth causing the pendulums to swing. The movement of the cart is caused by pulling the belt in two directions by the DC motor attached at the end of the rail. By applying a voltage to the motor, the force is controlled with which the cart is pulled. The value of the force depends on the value of the control voltage. The voltage is the control signal. The two variables that are read from the pendulum (using optical encoders) are the pendulum sway angle and the cart position on the rail. The pendulum mechanical unit interfaces with the PC through a PCl7171 interface card. The interface card reads the cart position and sway angle using two HCTL2016 incremental shaft encoders.

In order to show the practical effectiveness of the proposed controller, experiment is conducted using the real inverted pendulum system shown in Figure 15. Figure 16 shows a comparison between theoretical and experimental results. It can be seen that the proposed controller can stabilize the real inverted pendulum with approximately the same time response specifications obtained by theoretical results. Moreover, to demonstrate the effectiveness of the proposed controller, a comparison with the performance of the robust LQR controller in [6] was presented in Table 2. It is worth to note that the proposed controller can achieve a more desirable time response specifications than the LQR controller.

4.0 CONCLUSIONS

A design of robust state feedback stabilizing controller for inverted pendulum system has been presented in this work. The state feedback gains have been tuned using ACO method subject to H-infinity constraints and time domain specifications. It was shown that the proposed controller can work sufficiently to drive the system and it is computationally efficient with the use of ACO method. In addition, the proposed controller can effectively compensate the variations in system parameters. Finally, the theoretical and experimental results showed that the proposed controller has achieved the required robustness and a desirable time response specifications.
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Figure 3 Flowchart of ACO algorithm for obtaining state feedback gains
Figure 4 Response of the system using the first proposed cost function (a) cart position (b) swing angle

Figure 5 The resulting complementary sensitivity function and sensitivity function (a) $T$ with $\text{inv}(W_1)$ (b) $S$ with $\text{inv}(W_2)$
Figure 6 Response of the system using the second proposed cost function (a) cart position  (b) swing angle

Figure 7 The resulting complementary sensitivity function and sensitivity function (a) $T$ with inv(W1) (b) $S$ with inv(W2)
Figure 8  Response of the system using the third proposed cost function (a) cart position (b) swing angle.

Figure 9  Control signal

Figure 10  Convergence rate of ACO method
Figure 11 Response of the system with different values of cart mass (a) cart position  (b) swing angle

Figure 12 Response of the system with different values of pole mass (a) Cart position  (b) swing angle
Figure 13  Response of the system with different values of pole length (a) cart position  (b) swing angle

Figure 14  Swing angle when an external disturbance is applied
Figure 15 Real inverted pendulum used in this work [11]

Figure 16 Comparison between theoretical and experimental responses (a) cart position (b) swing angle
Table 2  Performance comparison

<table>
<thead>
<tr>
<th>Controller</th>
<th>Rise time(s)</th>
<th>Settling time (s)</th>
<th>Percent overshoot</th>
</tr>
</thead>
<tbody>
<tr>
<td>LQR [6]</td>
<td>1.8</td>
<td>3.2</td>
<td>8</td>
</tr>
<tr>
<td>Proposed controller</td>
<td>2.3</td>
<td>2.9</td>
<td>zero</td>
</tr>
</tbody>
</table>
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