IMPROVING WALL-FOLLOWING ROBOT PERFORMANCE USING PID-PSO CONTROLLER
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Graphical abstract

Abstract

A wall-following robot is one of the main issues in autonomous mobile robot behavior. However, a wall-following robot needs a robust controller to perform specific tasks accurately. This paper presents an optimization method termed Particle Swarm Optimization (PSO). It was used to automatically produce necessary parameters of the PID controller; henceforth, it was termed as PID-PSO Controller. A new technique of PSO was introduced to enhance the ability of a PID controller to maintain the linear velocity of a mobile robot. The PID-PSO controller was applied to a wheeled wall-following robot. A number of experiments were carried out, and the simulated results were adopted and performed in real applications. Based on several experimental results it can be obtained that the accumulative errors the robot use PID controllers tuned manually, tuned by GA and tuned by PSO are 0.7866, 0.78543 and 0.74619, respectively. Also, the convergence process of PID parameters using the proposed PSO is faster and more optimal than GA. Therefore, it can be said that the proposed system can improve the performance of wall-following robots by decreasing the accumulative error of up to 9%.
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1.0 INTRODUCTION

The principal task of a wall-following robot is to follow the wall by maintaining its movement as it moves almost close to the wall. Therefore, the robot has to sense the distance between the wall and itself during the operation. Moreover, these distances are processed to generate an appropriate movement employing the involvement of a specific controller. In addition, the robot’s successful task lies in its capability to maintain the predetermined path in terms of quickness and accuracy as applied in automatically-steered wheelchair, electronic transportation goods, and automated guided vehicle (AVG) [1-6].

However, the accuracy of all sensors is affected by a limited exactness; even the best sensors still have a degree of imprecision to a certain extent. Consequently, the controller plays an important role in maintaining the movement, and that becomes a crucial solution to the problem. There are several control methods that have been employed to
address the common issues of wall-following robot [7], such as Fuzzy Logic [8, 9]. Genetic Algorithm, Neural Network or their hybrid [10]. Nevertheless, most of these controllers have to utilise the orientation sensor featured in a robot (compass, GPS, etc.) [11].

The proposed method presented in this paper utilised a PID controller. It was used to reduce the wobble caused by unexpected velocity. In general, the PID controller’s highly-successful performance in producing the linear velocity lies on the accurate setting of three unknown parameters. The produced velocity was transferred to each driven wheel pursuant to the rule of pulse width modulation (PWM) [12 -15]. It is not easy to set the optimum PID parameters manually getting better accurate velocity values. Therefore, a certain method is needed to determine the best PID parameters.

Accordingly, various methods have been proposed and employed to search for these parameters automatically. In the past, PID tuning used Ziegler-Nichols Algorithm [16]. However, the tuning method required a difficult robot modeling to achieve a satisfactory result. On another occasion, the necessary parameters were obtained automatically by involving an algorithm that could develop the original data into a proper optimum parameter concerning the movement. Fuzzy-PID was one of the PID tuning methods which used Fuzzy Logic [12]. Camci et al. [17] and Fister [18] also proposed a method to automatically tune PID by using a Neural Network, and reactive nature-inspired algorithms. Unfortunately, these approaches require too much computational work and made the control process is difficult to operate.

This paper proposed a tuned-PID controller to improve the performance of a wall-following robot. Unlike the classical controller, the PID controller was automatically tuned using Particle Swarm Optimization (PSO). Henceforth, it was called the PID-PSO controller. PSO is a population-based stochastic optimization technique inspired by bird flock or the fish school social behaviour [19]. The robot used a self-designed robot equipped with some distance sensors. These sensors were installed and placed to be able to accurately sense the left-side, the right-side, and the front-side of the wall.

The rest of this paper is organized as follows: The related basic knowledge is presented in Section 2. Section 2 also describes the design flow of the proposed method. Section 3 elaborates the experimental results and discussion. Last but not least, Section 4 elaborates the conclusion of the experiment.

2.0 METHODOLOGY

In order to implement the proposed method, a self-designed robot was used. It consisted of 2 driven wheels separately mounted on the back part of the robot’s body. Both were connected to the DC motor equipped with an odometry. Just like any other wall-following robots, this robot was equipped with 3 proximity sensors mounted in front, right and left side. The sensor mounted on the front-side was aimed at making the robot capable of detecting the distance of any features in the environment, whereas the sensors mounted on the sides served as the main sensor used to sense the distance between the robot and the wall.

Based on these descriptions, the robot’s movement was only affected by a different speed transferred to each odometry. Ideally, the robot moves in a forward direction if there are no differences between the right and left wheel velocities. This difference can be recognised from the command sent to the main controller through the odometry which was formerly produced by a certain controller such as a PID [14-18]. Therefore, the differential steering system and the odometry system was deemed a proper technique in this case. By definition, since the model was a built-up one, the movement characteristics can be recognised as well. At this point, we can conclude that the robot’s movement can be effectively monitored after the model was initiated.

The model was inspired by the wheelchair movement principles. It was aimed at easing and providing the completeness to conduct a simulation. This model was well-termed as the kinematic configuration. Moreover, in reference to its movement factors, both the linear and the angular velocities could be generated based only on speed differences. This model is shown in Figure 1. It shows the steering system of a nonholonomic-wheeled mobile robot. To apply this theorem, the only required information was the radius of the wheel denoted by $R$, and the half distance between the separated wheels, indicated by $L$. In this experiment, both were given in reference to the actual information that we had mentioned earlier where $R = 3.5 \text{ cm}$ and $L = 10 \text{ cm}$.

![Figure 1 Robot pose in a global coordinate system](image)
Firstly, supposed the robot was operated in a planar environment, the robot pose \( p \) comprises two-dimensional planar coordinates \((x, y)\), and orientation of its heading \( \theta \). Thus, the robot’s current pose can be denoted in Equation 1 [20 - 24]:

\[
p(t) = [x(t) \ y(t) \ \theta(t)]^T
\]

Then by executing the command from the odometer, the linear \( v \) and angular velocity \( \omega \) can be deemed as the main influencer. Applying them to the system; then, the movement transition denoted by \( \dot{p} \) can be expressed as follows:

\[
\dot{p} = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{\theta} \end{bmatrix} = \begin{bmatrix} \cos \theta(t) & 0 \\ \sin \theta(t) & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x(t) \\ y(t) \\ \theta(t) \end{bmatrix}
\]

Thus, since Equation 2 affected the initial position; the summation of Equations 1 and 2 will give us the current position.

\[
p(t+1) = p(t) + \dot{p}
\]

The formulation shown in Equation 3 illustrates that the position in time \( t \) changed because of the transition effect, where \( t \) indicates the time-step index. Next, taking into consideration that both right angular velocity \( \omega_r \), and left angular velocity \( \omega_l \) can be produced from the commands transferred to the odometer, and the linear velocity of right and left wheels are expressed by \( v_r = \omega_R R \) and \( v_l = \omega_L R \), respectively, then the complete equation representing both the linear, and the angular velocities of the robot is summarised as follows:

\[
\begin{align*}
\omega &= \frac{\omega_r + \omega_l}{2} \\
\omega &= \frac{\omega_r - \omega_l}{2} \\
\omega_r &= \frac{2L}{v + \omega L} \\
\omega_l &= \frac{v - \omega L}{R}
\end{align*}
\]

At this point, the completeness of the differential steering systems had already been gained. To produce effective movement, a popular technique called PID controller will be used in the system. PID controller is an algorithm that was used to determine the precision of an instrument system in the presence of the feedback. Generally, PID controller processed the error value as the initial input. In this case, the error value was deemed a different value between the system feedback caused by the actual movement, and the predetermined value known as setpoint. In reference to the setpoint given by the operator, PID controller was able to keep the feedback as close as that of its value. This explains why the PID controller accuracy is represented by zero error. Therefore, it can be noted that the smaller the error generated, the better quality the PID controller will offer. To meet its accuracy, three basic parameters namely the proportional, the integral, and the derivative gains that should be properly adjusted. Characteristically, since three nonzero coefficients were predetermined [12-15] by the operator, the PID controller can be formulated as follows.

\[
u(t) = K_p e(t) + K_i \int_0^t e(\tau) d\tau + K_d \frac{d}{dt} e(t)
\]

Where, \( u \) refers to the system output, \( K_p \) is proportional gain, \( K_i \) is the integral gain, and \( K_d \) is derivative gain. By definition, the proportional component depends only on the difference between the setpoint, and the process variables. The proportional gain determined the ratio of the output response to the error signal. The error caused the integral component to be increased, whereas the derivative component caused the output to be decreased if increment of the process variable occurred. The derivative response was proportional to the rate of change of process variables. In order to get the exact value for each coefficient required a tuning step. This step can be completed either manually or automatically. Figure 2 shows the block diagram of a PID controller.

![Figure 2 The block diagram of a PID controller](image)

Next, taking into consideration that manual tuning was not recommended, PSO-based tuning method was proposed in this paper. Particle swarm optimization (PSO) is a population-based stochastic optimization technique developed by Dr. Eberhart and Dr. Kennedy in 1995. It was inspired by a bird flock or a fish school social behaviour. It adopted the scenario of a flock of birds randomly searching for food in an unknown environment where only one area was searched, with no knowledge of the exact location of the food, and taking into consideration that only very few of them know the distance to the food. Thus, in order to reach the food, they followed the bird which has the closest distance to the food [19].

A slightly different form of genetic algorithm, each with a potential solution represented by a single bird is called a particle was spread in the searched space. Then using the system performance condition information, a decision is made. The condition information is familiarly called the fitness function. Based on the fitness function, the best value can be analyzed and observed. Therefore, since the
information of each bird is represented by its position and its velocity when it observed the location of the food; a decision was considered in terms of updating these parameters as well.

Similar to evolutionary optimization, a random particle is initially generated. Each particle has certain values which represent the prior unknown parameter of the PID controller. Then, they are confirmed through the system. In reference to the error represented by the fitness function in Equation 12, where the optimum solution was deemed to be the base. It illustrates the first step. The base solution followed two optimum values known as Pbest and Gbest. Pbest represents the best fitness achieved, and is indicated in the iteration index j, whereas, Gbest is the global best representing the particle swarm optimizer. In this case, Pbest is the error carried by the fitness function, and Gbest is the posterior unknown parameter of the PID controller. Both are stored and deemed as the achieved base solution. The particles continuously fly through the problem space by using certain considerations to follow the current optimum particles. Mathematically, these analogies are expressed by Equations 9 and 10.

\[ v_{j+1} = wv_j + c_1r_1(pbest_j - x_j^i) + c_2r_2(gbest_j - x_j^i) \]  
\[ x_{j+1}^i = x_j^i + v_{j+1}^i \]  

where \( v^i \) is the velocity of the \( i^{th} \) particle at the \( j^{th} \) iteration, \( x^i \) is the current solution of the \( i^{th} \) particle at the \( j^{th} \) iteration, \( r_1 \) and \( r_2 \) are random numbers generated uniformly from 0 up to 1, \( c_1 \) and \( c_2 \) are self-confidence (cognitive) factor and swarm-confidence (social) factor, respectively, and \( w \) is the inertia factor that takes sigmoid decreasing values downward from 1 to 0 according to the predefined number of iterations as recommended in [23, 26] to emphasize the optimization process as shown in Figure 3.

These derived speeds based on Equations 4-7, the operator should update both linear and angular velocities based on the sensed actual distance. However, there is a difference value between the setpoint and the actual distance. The difference is called the feedback value. Accordingly, the approximate error can be formulated as follows.

\[ e(t+1) = sp - pv(t) \]  

Where \( sp \) is the setpoint, and \( pv \) is the feedback.

Once Equation 11 was set, the next step was gaining the three basic variables of the PID controller automatically. It was conducted by utilizing PSO. Initially, the random particles were randomly generated with a special boundary for each variable referring to the described analogies. These particles represented the potential solution including the gain of proportional \( K_p \), integral \( K_i \), and derivative \( K_d \). Moreover, its particle also has an initial velocity randomly generated. Then, each particle is checked through the fitness function in Equation 12 which is the representation of the performance of the wall-following robot. By checking all the generated values of the proportional gain, the integral gain, and the derivative gain in each generation, the algorithm stored the best solution of the posterior unknown parameters of PID controller, and the best fitness performance of wall-following robot. There were no exact ways on how to detect the performance of the wall-following robot except by knowing the error total. This error total represented the summation of single error in Equation 11 for all iteration index of the wall-following robot process. This error was used as the fitness function shown below.

\[ \sum_{t=0}^{\text{max}} e(t)^2 \]  

Finally, to get the optimum solution, the particles and velocity were updated by referring to Equation 12, and using Equations 9 and 10. The iteration of generation was increased after Pbest and Gbest were obtained. Then, by setting the maximum generation index as the limit, the last generation had to store the expected optimum solution. In this experiment, the limit was set to be equal to 200. The changes of the generated Pbest represented the best quality of the optimum solution in a single generation with respect to the fitness function. We observed that if the change did not exist when the optimization was being processed, the last Pbest and Gbest were deemed to be the expected value. The complete optimization process is shown in Figure 4.

**Figure 3** Sigmoid and linearly decreasing inertia weight

Now, by taking into consideration that the robot is steered based on the different speeds of the robot wheels, and the linear \( v \) and angular velocity \( \omega \) are...
Furthermore, by applying $K_p$, $K_i$, and $K_d$ to Equation 8, we could conclude that the PID controller would perform the robust tuned gains. Finally, since the PID-PSO controller produced a value denoted by $u$, the defined velocity was affected. The defined velocity denoted $v_{st}$ was initially defined. It was defined to respond to the zero-error condition. The zero-error condition was achieved when the robot position was on the setpoint value.

$$v(t) = v_{st} - u(t)$$  \hspace{1cm} (13)

3.0 RESULTS AND DISCUSSION

The real wall-following robot had been designed in is shown in Figure 5. The proposed method of PID-PSO controller was tested by simulating the robot kinematic model using MATLAB, where a PID controller automatically calculated and presented the velocity in each of the steps — both in the right and the left wheels. In this experiment, the velocity ranged from 1.5 cm/s to 3.5 cm/s. This arrangement was taken into consideration based on a prior manual testing utilizing odometer and manual movement referring to the command launched to the main controller.

The main controller used in this experiment was Arduino Mega with 16MHz crystal oscillator. It processed the input of the proximity sensor HC-SR04 which had a coverage ranging from 1 cm to 400 cm, and an angle of 30 degrees with a 0.3-cm resolution, and controlling the 12V DC motor through the odometer with an integrated quadrature encoder providing a resolution of 16 counts per revolution of the motor shaft, which corresponded to 2096 counts per revolution of the gearbox’s output shaft.

In this experiment, the proposed method produced proper parameters of a PID controller using PSO. Since the robot was assigned to follow the wall, the robot had various linear velocities. In order to validate the effectiveness of the proposed method, a number of experiments were presented. They were categorized based on the controller for the wall-following robot, and elaborated as follows. First, this paper presented the simulated normal movement of the wall-following robot, the wall-following robot controlled by a non-tune PID controller, the wall-following robot controlled by a PID-GA, and the wall-following robot controlled by a PID-PSO. Then, to show their striking differences, the mobile robots with different characters were positioned at the same coordinate position (8.4, 1.7) by means that 10 cm from the wall in the actual distance, then all of them were operated at the same time span of 100 seconds or 100 movement steps. Each performance was observed using Equation 13. Then, taking into consideration that a smaller error made by a simulated performance of the wall-following robot had a better quality, the wall-following robots’ best performance was made by those controlled by PID-PSO.

Figure 6 shows the latest position of the wall-following robot located in coordinate 9.1986. It means that the robot moved successfully. Moreover, it reached 8.1986 m away from the initial position. Besides, the accumulative error of the wall-following robot was identified after we implemented Equation 13, and it equaled 0.83625 m.

![Image](image-url)
Figure 7 Performance of wall-following robot controlled by a non-tuned PID

Figure 7 shows that by adding a specific controller such as a PID controller, the accumulative error is 0.78666 m. This value means that the accumulative error had successfully decreased. Furthermore, the movement’s performance’s had also increased. It was proven by the latest position reached by the wall-following robot in the coordinate 9.2987 or 8.2987 m away from the initial point.

Figure 8 Performance of wall-following robot controlled by PID-GA

Figure 8 shows a wall-following robot controlled by a PID-GA. It showed that it had reached the latest position in coordinates 9.2867, and its accumulative error was 0.78543 m. We observed that adding a PID optimized by a GA improved the robot’s performance as indicated by the latest position 8.2867 m away from the initial position.

Figure 9 Performance of wall-following robot controlled by a PID-PSO

The latest performance was made by a wall-following robot controlled by a PID-PSO. It is shown in Figure 9. The latest position was in coordinate 9.2528, and accumulative error amounted to 0.74619 m.

Furthermore, a comparison of these performances is shown Table 1. It showed the effectiveness of the proposed method in producing a proper velocity for a wall-following robot in terms of its Dynamic Error. This term represented the average error of the whole robot process from the initial process to the end point. The term dynamic was involved due to the uncertainty error caused by the motion in each step. The dynamic error improvement was 9%.

Table 1 Comparison between dynamic error and final position

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Dynamic Error</th>
<th>Improvement (%)</th>
<th>Final Position (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Movement</td>
<td>0.83625</td>
<td>0</td>
<td>9.1986</td>
</tr>
<tr>
<td>PID Only</td>
<td>0.78666</td>
<td>4.959</td>
<td>9.2987</td>
</tr>
<tr>
<td>PID-GA</td>
<td>0.78543</td>
<td>5.082</td>
<td>9.2867</td>
</tr>
<tr>
<td>PID-PSO</td>
<td>0.74619</td>
<td>9.006</td>
<td>9.2528</td>
</tr>
</tbody>
</table>

In addition to our understanding of the controlled wall-following robot’s performance in its graphical and error representation, the comparison between the GA, and the PSO approaches to optimize PID parameters are shown in Figures 10 and 11. Both figures confirmed the effectiveness of a PSO.
Figure 10 showed the capability of genetic algorithm of gaining the lowest accumulative error generated by the wall-following robot controlled by a PID controller.

![Figure 10](image1)

**Figure 10** Achieved fitness value by genetic algorithm

Figure 11 shows the PSO ability to gain the optimum solution for a PID controller.

![Figure 11](image2)

**Figure 11** Achieved fitness value by particle swarm optimisation

Unlike genetic algorithm, PSO showed sudden changes in achieved fitness (see Figure 11). It showed that PSO had a better working speed than GA. Moreover, the final result of the optimum solution using PSO is better than GA. The PSO reach the final result in 0.745 at 42nd generation, while GA reach it in 0.785 at 65th generation (as seen in Figures 10 and 11).

As discussed above, the arrangement of the unknown PID parameters was adjusted by using a PSO. This arrangement was attracted to the real implementation that was deemed to be the center of the new arrangement. The ranges of KP, Ki, and Kd were set to have either 0.25 less or more than the arrangement used in the simulation. Then, the PSO calculated these values in the optimization process of 25 generations. This process was shorter than that performed in the simulation aimed at not affecting the accuracy. It was well-known as a fast PSO [25], [26].

### 4.0 Conclusion

This paper has shown the performance of a wall-following robot controlled by a PID-PSO. The role of the PSO was to produce proper values of three unknown parameters of the PID controller. The PID controller was utilized to produce suitable velocity. Different approaches were simulated and compared. Based on the comparative results, we can conclude that the decrement of the total error showed the effectiveness, and the working speed showed the accuracy of the proposed method.
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